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OEITUARY FOR DENNIS BUTLER FRY®

LY

The death of Professdr Degnis B. Fry at the age of 75 on March 21, 1983
was a great blow to his colleagues, his many gbod friends, his wife
Chrystobel, and his three children. ’ -7

Dennis Fry was born the third of November 1907 in Stockbridge, Hampshire,
England. After five years of teaching French, first at Tewkesbury Grammar
School and then at Kilburn Grammar School, in 1934 he was appointed Assistant
Lecturer in. Phonetices at University College London, where he alsc became
Superintendent of the Phonetlics Laboratory in 1937. In 1938 he-was promoted
to Lecturer in Experifwental Phonetics. In 1948, the year after the award of
his Ph.D. degree, he- became Reader in Experimental Phonetics. From 1958 until
nis retirement in 1975, he was professor of Experimental Phonetics, the first
one to hold the title in Britain, ' -

The Department of Phonetics of University College London cwed much to
Dennis Fry's benevolent yet, I think, firm headship from 1949 to 1971. In-

. deed, he played an important role in the later absorption of the newly fledged
program in linguisticf) to form the present Department of Phanetics gnd
‘Linguistics. . ‘

ja. -

) Dennis Fry's phonetic interests were broad and 1nc1uded such topics as
automatic speech recognition, the perception of lexical stress, children's
acquisition of phonology, categorical perception, and the relevance of experi~-
mental phonetics for linguistics. He also did much important work on problems
of the the deaf, especially deaf children; furthermore, he worked on problems
of hearing in aviation during his wartime service (1941-45) with the acpustics
laboratory ‘of the’RAF Central Medical Establishment. His extensive publica-
tions up to the beginning of 1979 are listed in "Essays on the Production and
Perception of Speech in Honour of Dennis B. Fry," a special issue of ansgaﬁe

. and Speech (Vol. 21, Part 4, 1978).

C - Erom 1961, the time of the Fourth International Congress of Phonetie Sci~-'
» ences in Helsinki, until hie death, Fry served diligently as the President of

the Permanent Council for the Organization of International  Congresses of

Phonetic Sciences. I know that our many excellent congresses regularly gave

him pleasure over the succedsful citcomes of the negotiations that the Coun~
cil, under his leadership, has been able to carry out with dedicated schclars

and scientists in so many places. In his last year Le.began talking to some

? of us about encouraging able people in untried parts ¢Jf the world to mount’
- equally good vongressgs. . ,

-

Fry also furthered international cooperation in our field through his
link of “more than tuenty-five years with Haskins Laboratories, first in New
York City and then in New Haven. His occasional lengthy visits to do research
and his frequent consultations with some of us Yielded important results.on
both sides of the Atlantic COcean. -

$Also to appear in Speech 'Communication.

(HASKINS LABORATORIES: Status Report on Speech Resegrch SR-76 (1987))
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In 1958 Dennis Fry founded the journal Language and Speech a3 an impor-
tant outlet for broadly interdisciplinary work. He was Editor until 1975 when
"he’ persuaded me. to join him as Co-Editor; he left the editorship altogether
at the end of 1978, three y&ars after his retirement from his professorshin.

His taleot as a singer, a talent much enjoyed by operatic group's_ in his
region, went yith a serious technical interest in music and the singing voice.
A very recent example of hig publications in that field is -his drticle "The
Singer and the Auditorium" in the 1980 volume of the Journal of Sound ¥ibra~
tion. P

P

]

I should like to end with a personal note. From 1960 on, Dennis Fry's
.humane’ and good-humored approach to people and problems gave me a'role model
that I fear I shall never mateh. The sudden loss. of his warm, caring friend-
ship was hard to take. SR

t
Arthur S. Abramson i x
The University of Connecticut and Haskins Laboratories
i . : '3
T ‘! Dennis Butler Fry ' ;
1907-1983 ‘
E - * -
l -
1y
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SKILI.ED ACTIONS: A TASK DYHAHIC APPROACH

-

Elliot Saltzmen and .3' A. Scott Kelgo+ .
¢ o : . .

Abstract. A task dynanic approach to skilled movements of multide-
gree ,of freedom effector systems has been developed in which
task-spelific, relatively autonomous action units are specified
within a functionally defined dynamical framework. Qualitative
distinctions among tasks (e.g., the body mdintaifing a steady verti~

& cal ‘posture or the hand reaching to a single spatial target versus

cyclic vertical hopping or repetitive hand motion between two spa-
tial . targets) are captured by corresponding distinctions among
- dynamical ~topologies f{e.g., point attractor versus limit cycle
dynamics) defined at an abstract task space (or work space) level of
description. The approach provides a unified account for several

7~

- signature properfles of skilled actions: ‘trajectory shaping (e.g.,

hands move along approximately. straight lines “during unperturbed
reaches’) and immediate cogpenaatfon (e.g., sponfan€ous ad jystments . .
-gceur over an entire effector system if a given part.is disturbed en
route to a goal). Both of these properties zre viewed as implicit
.conaeqnencea of artask's underlying dynamics and, importantly, do

+ not "‘require explicit trajectory plans or replanning procedires. Jwo
versions of task dynanics are derived (control law; netilork gou-,
pling) as ‘possible methods of control and coordination in artificial
(robotic, %rogthetic) systems, and the network 'coupling wversion is
explored 3s a biologically relevant control scheme.

e

-

I) Introduction

For animals to function effectively in their environments, their move-
ments must be coordinated in space and time. Though self-evident, this fact

-

&

-

+Also University of Commecticut.
Acknowledgments The preparation of this manuacript was supported in part by
Contract No, N0OO14-83-C-0083 from the U.S. Office of Naval Research, NIH
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the following colleagues for their helpful comments on 23 earlier draft of
this paper and for valuable discussions concerning several of the topics
therein: James Abbs,; ' John Delatizky, Carol Fowler, Louis’ “oldstein,. Vince
Gracdo, 'Neville Hogah, John Hollerbach, Fay Horak, Bruce Kay, Wynne Lee, Rich
McGqpan,. 'Gin McCollum, Paul Milenkovic, lewis Nashner, Pestrick Nye¢, Mar:
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Saltzman & Kelso: Skilled Actions: A Task bDynamic Approach

raises a most fundamental istue th:t his recentlY attracted a number of
disciplines ranging from neurnscience to robotics and cognitive science,
viz. how coordination and control arise in complex, multivariable systems.
How are the many degrees of freedom adaptively harnessed during coordinated,
skilled actions? A deterrent to viable solutions to this problem rests in
part in our ™linited ability to recognize the significant informational units
of movement™ (Greene, 197, p. xviii; see also Szentagothai & Arbib, 1974).
For some time, it has seemed GQuestionable to us that pervous systers work
through individvalized control of component elements, whether they be thought
of as joiats or muscles. Instead, we believe {and there is an increating
amount of evidence td support the claim’ that th2 many potentially free vari-
ables are partitioned naturally into collective f ugcgiona ‘units within which
the component elements may vary relatedly and autonomously. The behavior of
these action units or coordinative structures (Fowler, 1977: Kelso, Southard, °
& Goodman, 1979; -Turvey, Shaw, & Mace, 1978) is often exemplified by the ex-.
istence of relational invariances among kinematic and muscular events during
activities as diverse as locomotion, speech, handwriting, and reaching to a
target {(see Grillner,. 1982; Kelso,» 1981; Kelso, Tuller, & Harris, 1983;
Schmidt, 1982; Viviani & Terzuolo, 1980). '
. The primary focus of the present paper is to characterize the style of
operation of these proposed action units within what we call a task dynamic
approach. The term task dynamics follows directly from the view (1) that the
degreex of {reedom compriaing action units are constrained by the particular
tasks that animals perform, and (2) that .action units are specified in the
language of dynemics, not, .as is more. frequently assumed, in terms of kXinemat-"
ic or muscular varisbles {(cf. Stein, 1982, for an inventoryl. Thus w. pro=
pose, and seek to elaborate here, an ipvariant ccntrol structure that is spec-
ified dynam:l.cally according to task requirements and that Lives rise to
diverse kinematic conseguences. .. -
L4 w

The peper is organized as follows: First we expand upon *those desirable
properties of action units that are central to the explication of a task dy-
nawic framework.” Second, we present a short tutorial on topological dynamics;
a cruc.al aspect of which is to 1link the svstem's geometrical qualities Lo ‘ts

_dynamics 1in ways thacv are task-specific. These steps are precursory to the

lntroduction of the task dynamic appreach, two versions of whith (control law,
network coupling) will te presented. The task dynamic approach will be shown
to provide a viatle account of such tasks as discrete reaching, bringing a cup
<0 the mouth and turning a handle. It can also offer a principled account of
various compensatory behaviors such as those that c¢ccur whet an &r: is ver-
turbed during a reaching movement or when the fupport base is per“urbed during

,8tanding. Finally, it will be suggested that the network covpling version of

task dynamics both provides an extension of the control law version and offers
2 new synthesis of recent physiclogical findings on the planning and control

of arm trajectories.
F-3

The signifitance of the t=sk dynamic approach for a theory of coordina~
tion and contrel is that it ¢fters a unified account of certain pPhenomeaa that
heretofore have required conceptually distinct treatments in the movement
literaturs. In addition, the implications for design and control «f robotic
and Prosthetic devices will be apparent. In fact, the approach shares some
but hot all of the features of several current developments in manipulator
control {cf. Hogan & Cotter, 1982; Raibert, Brown, Chenponis, Hastings,
Shreve, & Wimbterly, 1981). But before discussing the ta+k dynamic framework

L
‘ .
le .
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T Saltzman .& Kelso: Skilied Actions: A Task Dyﬁéﬁic Approach

in detail, we will describe the phenomena that led us, in part, to propose the
_ present theoretical approach. Indeed, it is the existence of these phenome~-

ua--trajectory shaping and immediate compensation~-that constitute the .main

empirical results that the task dynamic framework is designed to explain.

The first phenomengn. trajectory shaping, refers to the task~-specific mo-
tipq1patterns of the terminal devices or end-effectors of the effector sys- :
" tems. a§sociated with various types of skill. For example, it has been ob-
ser ved %xperimentally that, in reaching tasks involving two joints (shoulder
and élbow) and two+spatial hand motion dimensions, .the hands move in gqua- S
5 - si-straight-line spatial trfjecnories from initial to target positions aad
Vet display single-peaked tangential velocity ‘curves (e.g., Morasso, 1981), Simi-
larly and more obviously, in cup-to~mouth tasks the grasped cup maintains a
spillage-preventing, approkimately horizontal orieatation en route from table
. to mouth. A o o
: . ¢ . .
o >~ The second phenomenon, immediate compensation, refers to the fact that
. skilled movements show task-specific flexibility in attaining the task goal.
If one part of the system s perturbed, blocked, or damaged, the system is
able to compensate (assuming the disturbance is not "too big") by reorganizinl
.  the activities of the remaining parts in order to achieve the original goal. ¢
Further, such readjustments appear to occur automatically without the need to T
.detect the disturbance explicitly, replan a new movement, and xecute ‘the new
movement plan. Kelso, Tuller, and Fowler (1982) have cemonstr@ted such behav- ’
for in the speech articulators {jaw, upper and lower lip, tcéngue body) when
subjects produced the utterances /baeb/ or /baez/ across a series of trials in
which the jaw was occasionelly and unpredictably tugged downward while moving .
upward to the final /b/ or /z/ closure (see also Abbs & Gracco, in press;
Folkins & Abbs, 1975). The systenm's response to the jaw perturbation was mea-
sured by observing the motions of.the jaw and uppar and lower lips as w«ell as
the electromyographic (EMG) activities of the. orbicularis oris superior {upper
1ip), orbicularis oris inferior ~tlower—1ip); —andgentoglossus—{tongue bedy)——
miscles. The jnvestigators found relatively *immediate" task-specific compen=-

-]

- sation (1.€., <0=30my Trom onset-
sponse) in remote articulators to jaw perturbatiom. For /baeb/ (in which fi-
nal 1lip closure is ‘crmcial) they found increased upper lip activity {moti~~ .
and EMG) relative $o the unperturbed control trials but normal tongue activi-
ty; for sbaez/ (in which final‘ltongue-palate constricticn is imporf:ant) they
found increased tongue activity’relative to controls, but normal upper lip mo-
tion. The speed of these task-specific patterns indicates that compen sation
.does not occur according to traditidnally defined "intentional™ reaction time
processes, but rather according to an automatic, "reflexive" type of organiza-
. tion. Howaver, such an organization is pot defined in a hard-wired input/out-
- put manner. Instead, these data iZPly the.existence of a selective pattern of
coupling or-gating among the component articulators that is specific to the
utterance produced. Essentially, then, such compensatory behavior represents
the classic phenomenon of motor equivalence (Hebb, 1949; Lashley, 1930)
according to which a system will find alternate routes to a given goal if an
) initially traversed route is unexpzctedly blocked.

What -tyPe of sensorimptor organization could generate, in a task-specific
k manner, both characteristic-trajectory patterns for unperturbed movemznts and
spontaneous, compensatory behaviors for perturbed movements? We believe that
a task-dynamic approach provides at least the beginnings of a cohesive answer
to th's question. Let us examine these issues, then, beginning With an
Gverview of action unit properties.




Saltzman & Kelso: Skilled Actions: A Task Dynamic Approach

II) Units of Action

There are three major points to be made concerning our description of ac-
tion units:

1. Functional definition; Special purprie device. Action units are defined
abstractly in a functional, task-specific fashion and span an ensemble of many
muscles or joints. Thusg, they are not defined in a traditional reductionist
sense relative to single muscles and/or joints, nor are they hard-wired in-
put-output reflex arrangements. These units serve to constrain the mus-
cle/joint components of the collective to act cooperatively in a mann. -
specific to the task at hand. For different skilled actions, perforaers
transform the limbs temporarily into different special purpose devices whose
functions ch the tasks bejig performed. Thus, an arm can become 2a
retriever, puncher, or polisher; a leg may become a walker or kicker: the
body can become a disncer or swimmer; the speech organs may become talkers,
singers, chewers, or swallowers, etc.

2. Autonomy. Action units operate relatively autonomously and are to a large
extent self-regulating. That is, once a given functional organization is es-
tablished over a muscle/joint collective, the system achievezs its goal with
minimal "voluntarv" intervention. In later discussions of the mathematics of
task dynamics, we will also indicate that action umits are relatively autono-
mous.in a strict mathematical sense, i.e., the equations describing task-dy-
namic systems are not explicit functions of an independent time variable.

. 3. anamics. Action units are defined in the language of dynamics, not

kinematics (e.g., Fowler, Rubin, Remez, & Turvey, 1980; Kelso, Holt, Kugler,
& Turvey, 1980; Kugler, Kelso, & Turvey, 1980). The behavior of an 2ffector
system is controlled by a task-specific patterning of the system's dynamic
parameters (e.g., stiffness, damping, etc.) according to the abstract func-
tional demands of the performed skill. Such dynamical patterning serves to

convert the effector system into the appropriate—task-demanded apecial_purpose
device, Further, this patterning both generates the observable motions that

are characteristic of that skill and underlies—the ability to compensate
spontaneocusly for unpredicted disturbances. There is no explicit plan for the
desired kinematic trajectory in the action unit, nor is there an explicit con-
tingency table of replanning procedures for dealing with unexpected perturba-
tions. Rather, task-specific kinematic trajectories and compensatory behav-
iors emerge from, or are implicit consequences of, the action unit’s dynamics.
In this sense, most robots (with at least one notable exception, i.e., Raibert
et al., 1981) have no skills, but are controlled instead as general-purpose
devices using the same dynamical structure for all types of tasks, e.g., spa-
tial trajectory planning for the terminal- device, conversion to a joint
velocity plan, and joint velocity servoing for both manipulators (e.g., Whit-
ney, 1972} and hexapod walker legs (e.g., McGhee & Iswandhi, 1979).

Given the above ihree points, one can formulate the problem of skill
learning as that of designing an action unit or coordinative structure whose
underlying dynamics are appropriate to the skill being learned. That is, in
acquiring a skill one is establishirg a one=to-one correspondence between the
functional characteristics of the skill and the dynamical pattern underlying
the performance of that skill. This correspondence between dynamics and funec~-
tion is perhaps the Key concept underlying the task-dynamic apprecach. To ex=
plore it more fully we will now: a) coxamine the geometric notion of topolegy

6
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as it relates to a System's dynemics; and b) describe how functionally
specific dynamical topologies can be used to specify task-specific action
units or coordinative structures.

. IT1) Topology and Dynamics

Quite (and perhaps too) simply in the context of skilled action, “opology
refers to the qualitative aspects of a system’s dynamics, e.g., vhether a sys-
tem’s dynamics generate 1) a discrete motinn to a single target or 2) a sus-
tained cyclic motion between two targets. For a one~degree-of-freedom rota-
tional system such as the elbow Joint (flexion-extension degree of freedom)
the first motion type might correspond to a positioning vask with a single
Joint angle target, while the second might correspond to a reciprocal tapping
task between two Joint angle tarpets. What sort of dynamics might underlie
these qualitatively different tasks? For the discrete task, several investi-
gators have hypothesized that the gystem can be modeled as a damped
mass-spring system (e.g., Cooke, 1980; Fel'dman, 1966; Kelso, 1977; Kelso &

, Holt, 1980; Polit & Bizzi, 1978; Schmidt & McG¥wn, 1980). Such a dynamical
system muy be described by the following equation of motion:

I%¥ « bt « k(x - X,)=0, where ] (1

moment of inertia about the rotation axis;
damping (friction) coefficient; ’
stiffness coefficient;

o eQuilibrium angle; ]
s %, ¥ = angular displacement and itc respective first and second

time derivatives.

W oE N

If we assume a set of constant dynamical parameters (I, b, K, X,), then the
behavior of this system can be characterized by its point stability or
equifinality, in that it will come to rest at the specified Xx_ "target" de-
gspite various initial conditions for x and # and despite any tréﬁsient pertur-
bations encountered en route to the target. .

The behavior of such systems can be displayed graphically in two differ-
ent ways. In Figure 1A, the angle of an underdamped mass-spring with consta:it
coefficients is plotted as a function of time for a givern set of initiil
conditions and with no perturbations introduced. Defining the equilibrium or
rest angle as aligned with the abscissa, one observes the system’s point sta-
bility in the progressive decay of the amplitude to the steady state rest an-
gle. In Figure 1B, the same trajectory is represented alternatively in the
phase plane for -which the abscissa and ordinate correspond to x and %,
respectively, and in which the system's x, is located at.the phase plane or-
igin. In the phase plane, the system's point stability may be observed as the
trajectory spirals down to the origin. Theoretically, if one were to plot-the
phase plane trajectories corresponding to all possible initial conditions, one
would fill the plane with qualitatively similar dacaying trajectories defin-
ing, thereby, the system's phase portrait. The gualitative "shape™ of the ays-
tem’s phase portrait reflects the system's dynamical topology, i.e., the char-
acteristic relations among the system's underlying dynamic parameters. For
the type of system described by eﬁuation 1, the corresponding phase portrait
represents the topology of a point attractor (Abraham & Shaw, 1982), and the

7
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underlying dynamics may be described as point attractor dynamics. A3 a model
of discrete positioning tasks, such point attractor dynamics are appealing
since the same underlying topology will accommodate different trajectory
characteristics (e.g, peak velocity, movement time) and target positions by
specificatisn of different values for the system’s dynamic parameters. :

Obviously, another type of dynamics is reguired to generate the kinemat«
ics observed in a sustained cyclic elbow (or r'inger, e.g., Kelso, Holt, Rubin,
& Kugler, 1981) rotation between two target .angles. Perhaps the simplest dy-
namic Scheme corresponds to that of an undamped mass-spring system or harmonic
oscillator, with the following equation of motion:

I+ Kix =~ x) = 0, : - (2)

where all symbols are defined as in equation (1). The solid line trajectory
in Figure 2A represents the phase plane orbit of such a System, which
oscillates about the origin (x.) with an amplitude that is determined by the
system's total mechanical eneréy, and whose angular targets correspond to the
system's pmaximum and- minimum angular limits. * However, this type of system
does not provide a satisfactory wmodel for the cyclic elbow task for two rea=-
sons: a) it represents the ideal frictionless case and no real world system
is frictionless. Adding friction to eguation (2) would simply convert it to

uation (1), leaving a point-attractor dynamics unsuitable for any sustained
Qggclic task; and b) the system described by equation 2 is only peutrally sta-
ble in that the oscillation amplitude is extremely plastic with respect to
both initial system energy (determined by initial conditions of position and
velocity) and transient changes (perturbations) in energy imposed during
oscillations. For example, the dotted trajectories in Figure 24 represent
oscillations of the same system as does the solid trajectory. However, the
inner and outer dotted orbits show the oscillations corresponding to smaller
and larger éfplitude initial conditions, respectively, relative to the solid
orbit. Clearly then, for a task whose oscillation amplitude is crucial, a
neutrally stable system is undesirable.

One can overcome the above shortcomings of ar undamped mass-spring dynam-
ics, however, by moving to an alternate periodic attractor (Abraham & Shaw,
1982) dynamical model, with the following equation of motion:

IR « bt + k(x - xo) = f(x, %}, where (3)

I,bk,i5,x,4,% are as in equations 1 and 25 and
f(x,%) = nonlinear escapement function of the system's ctrrent x,1,

This system's behavior i3 characterized by the three phase plane trajectories
seen in Figure <ZB corresponding to three different sets of initial conditions.
The solid trajectory represents a motion starting at either target, and the
inner and outer dotted trajectories represent motions starting inside and out-
side, respectively, of the target-to-target angular range. It can be seen
that these trajectories converge onto the solid orbit, which is described as a
stable limit cycle or periodic attractor. In fact, all trajectories (except
those starting exactly at x ) converge to the limit cycle, and the corre-
spending phase portrait paéiurea the topology of this periodlec atti-actor

[Ty
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dynamical system. The reason for this orbital stability lies 210 the nature of
the ncnlinear escapement term, f(x,%), seen in equation 3. Basically this’
term is the means by which the system taps an external energy source in a
self-gated manner, i.e., energy is gated in or out of the system as a function
of the system’s current x,% state. On the limit cycle, the energy tapped per
cycle from the external reservoir is equal to the energy dissipated per cycle
both by ‘the system’s intrinsic damping properties~{i.e., bt) and the system's
escapement function. Inside the limit cycle, the energy tapped .per cycle is
greater than that dissipated, and trajectories grow or spiral out to the limit
cycle; outside the 1limit cycle, the converse situation holds, and trajecto-
ries decay or spiral down to the limit cycle {cf. Minorsky, 1962).

The above examples jllustrate how particular distinct task functions
{discrete positioning vs. cyclic alternation) may be modeled by topologically
distinct dynamical systems. It should be noted, however, that both tasks and
dynamics were defined in single degree of freedom systems. In these cases one
dimensional motions were demanded by the tasks and these task requirements
were mapped directly onto corresponding dynamical control types at a single
joint. This style of comntrol, in which task-specific set$ of constant dynamic
parameters are defined with respect to control at single joints or articulator
degrees of freedom, may be labeled articulator dynamics. Real world tasks
seldom involve such simple one~to-one mappings of task demands into sets of
constant articulator dynamic parameters. Consider, for example, the two di-
mensional discrete reaching task discussed earlier in the Introduction invelv-
ing two articulator degrees of freedom (shoulder, elbow) and two spatial di-
mensions of terminal device (hand) motion. Extending an articulator dynamics
approach tc this more complex task meets with only limited success, providing
a reasonable account of final position control but failing to account for the
observed characteristic quasi-straight 1line hand trajectory patterns
(Delatizky,1982)}. More fpecificany, in this two dimensional task the arm is
effectively nonredundant” (e.g., Saltzman, 1979) and, given the anatomical
limits on Joint angular excursion, there is a unique mapping from hand posi-
tion to arm configuration f(i.e., the set of shoulder and elbow angles; arm
posture}, Therefore, if one defines constant point attractor dynamics at each
Joint with rest angles corresponding to the target arm configuration (and thus
target hand position), the hand/arm will exhibit equifinality by attaining the
desired target - .sition/configuration despite variation in initisl posi-
tion/posture z.. Jespite trapsient disturbances encountered en rcoute to the
target. However, as mentionéd above {and to be explained in greater detail
below), si~4 an articulator dynamics approach fails to account for the charac-
teristic trajectory patterns seen in these reaching tasks, i.e., this approach
does mnot "favor straight line wovements over other movements" (Hollerbach,

1982, p. 190).

At this point, then, those committed to a dynamical account of coordinat-
ed movement face a nasty dilemma. The conceptually parsimonious account .of
motor control via articulator dynamics no longer appears valid. That is, the
elegance of the articulator dynamic account for single degree of freedom tasks
lay in its use of a set of constant, tas' specifio, artioulator«dynamic parame
eters to generate a potentially infinite pumber of task—appropriate kinematio
trajéctories. The failure of such an approaoh when extended to trajectory
shaping in a multidegree-of-freedom task as simple as reaching shows that
searching for invariant task-specific aotion units at the level of articulator
dynamios is likely *~ be a frustrating and probably pointless endeavor. What
type of principles or control structures might underlie the trajectory con-
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straints on arm motion during reaching tasks? There are (at least) two alter-
navive accounts. The first is simply to abandon the ovnamical approach
altogether, and invoke explicit kinematic trajectory plans as sources for 'the
characteristic constraints on motion patterns observed in different tasks.
Such an approach has been generally adopted in.the field of robotics {e.g.,
Hollerbach, 1982; Saltzman, 1979), and has been described in the following
fashion by Hollerbach (1982):

A hierarchal movement plan is developed at three levels of abstrac- -

tion...The top level i3 the object level, where a task command, Such>.

as ‘pick up the cup’, is converted into a planned trajectory [ital- "~

ics added] for the hand or for. the object held by the hand. At the N

joint- level the object trajectory is converted to co-ordinated con-
trol of the multiple joints of the human or robotic arm. At the
actuator ievel the Jjoint movements are converted to appropriate mo-
tor or muscle activations. ‘

Alternatively, the second account involves defining dynamical control to-
pologies at a level of task description more abstract than the level of
individual joints. This leads us to a task-dynamic account <f skilled ac-
tions.

IV} Task Dynamics

Previous artPeculator-~dynamic descriptions of skilled movement provided
plausible accounts of only a very limited type of data: that obtained in lab-
oratory tasks where uni-dimensional tasks mapped directly onto control-at a
single joint. For example, a discrete target acquisition task was thought to
involve specifying the dynamic rest angle parameter corresponding to the
task’s target joint angle. -However, given the failure of articulator dynamics
to account for data observed in more complex multivariable tasks, one begins
to suspect that this approach might be inappropriate even as a model for con-
trol of single variable tasks. More specifically, one reaches the conclusion
that the dynamics underlying control of a sinq}e Jjoint tasg might be defined
more abstractly than at the articulator level {(or joint level; see Holler-

- bach’s, 1982, quote above).

O, the basis of a logical analysis of performances across: a set of
miltivariable real world tasks, tw2 common aspects shared by all tasks become
evident: a) tasks are typically defined for the terminal devicés associated
with task-relevant multidegree-of~freedom effector systems {(e.g., the grasped
cup and arm-trunk, respectively, for a cup-to=mouth task)é and b) tasks typi-
cally demand characteristic. patterns of motion or force” by these terminal
devices relative .. a set of task=specific spatial axes or degrees of freedom.
Thus, a given task .type can be associated with a corresponding task-spatial

coordinate system (task space) that is defined on the basis of both the termi- .

nal devices and the environmental objects or surfaces relevant to the task's
performance. In fact, Soechting (1982) has presented evidence from a pointing

not joint angle per se, but rathel the orientation angle of the forearm in a
spatial coordinate system defined relative to an environmental reference
(e.g., the floor surface, or gravity vector, etc.) or the actor’s trunk. This
suggests that a task-spatial coordinate systvem might indeed be the appropriate
level at which to characterize a skilled action.

: M5

s
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- The central tenet of the task-dynamic approach is that a set of constant

‘task-dynamic parameters can be defined for each of a given skill’s task-space

degrees of freedom, defining, thereby a one-to-one correspondernce between the

functional characteriStics of” the SkiTl and the task-dynamival topology under———

1ying that skill's performance. In other words, skill-invariant action units
are defina:d functionaily relative to a given skill's task space and underlying
task-spatial dynamics (more simply, task dynamics). Such sets of constant
task-dynamical parameters may be used to define changing patterns of articula-
tor-level dynamic parameters (e.g., Jjoint stiffnesses, dampings, rest angles,
etc.) according to two related versions {(control law and network coupling) of
the task dynamic approach. The evolving constraints on articulator dynamics
serve to convert a given akill's effector system into an appropriate spec@gl
purpose device whose individual components (i.e., articulator degrees of free-
dom). act cooperatively in a manner specilic to the task at hand. It should~ be
remembered for purposés of comparison that the articulator-dynamics approach
postulated sets of constant dynamic parameters at the inaividual joint level;
a given set would underlie the resultant variety of equifinal kinematic tra-
Jjectories for a given type of single degree of freedom task. In contrast, the
task dynamic approach postulates sets of constant dynamic parameters at the

‘task-spatial level for given types of multivgriabie tasks. A given set of

such parameters would: a) underlic directly an articulator-state dependent
patterning of articulator dynamic parameters; and b) underlie ultimately the
task-specific trajectory patterns and compensatory behaviors observed during
task performances. We will now provide an overview of the specifics of the
task-dynamic approach. using a relatively simple arm reaching task for
illustrative purposes. A schematic of the approach and the coordinate
transformations involved is shown in Figure 3. .

A, Task dynamics; Task network

1. Task-space. A task«dynamic approach to a given skill begins with an.
abstract, functional description of, that skill's task space. Such a descrip=-
tion has three parts. First, the relevant terminal devices &ad goal objects
or surfaces are defined. Second, an appropriate number of task aXxes or de-
grees of freedom are defined relative to the terminal dJdevice and geoal
referents; and finally, an 6appropriate type of task dynamic topology is de=
fined along each task axis. For a discrete réaching task in two spatial di-
mensions, the corresponding task space i3 modeled as a two-dimensional point
attractor and is -illustrated in Figure UA. In this fiRure, the reach target
(x) defines the origin of a t1t2 Cartesian coordinate system. Axis i;i

{the "reach axis") is oriented along the line from the target to the initia

position of the terminal device (open circle), which i3 modeled as an abstract
point task-mass. Axis t_, is defined orthogonal to t, =2id measures devia-
tions of the task mass from the reach axis. The task-mass i3 allowed to
assume any t.t. position {(filled circle) during task performance, and may
be considered an abstract point mass since it i3 not tied to any pqrticular,
effector system. The equations of motion corresponding to axes i:.1 and t2
are as follows: .

"I Prity * Kty 2 0 wgere T
’
ey ¢ bpaly ¢ Kpptp = 0 ’
o = task-mass coefficient;
i
< ’
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Task Space (f)
~topological
-metrical

v
.| Body 3Space (x)

Task Network (@)
T4

Articulator Network (©)

Figure 3. Overview of descriptive-levels in task dynamic approach.

Figure 4., A, Discrete reaching (task space); i. System trajectories corre~
sponding to di.ferent task axis weightings and initial conditions.
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stiffness coefficients. . .
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In Figurc 4A the corresponding damping and stifiness el-ments are represented '
in lumped form by the squiggles in the lines connecting the task mass to axes
- ty and t,. Equation (4) describes a linear, uncoupled set of task-spagial
dynamic equations, whose terms are defined in units of force, and whose dynam-
ic parameters are constant. This equation c¢an be represented in matrix form

as: ' .
.8
. ‘ . ‘ ‘ '
+ Bpt + Kot = 0, where 5)
My = [mg 0 | By = Jbpg 01; —
0 My 0 bro
KT = KT.I 0 ] “
0 k'l'2

It should be noted:that there are two nested structures of dynamical con-
straints at the task 3pace level. The first constraint structure is gefined
globally, and serves to establish a task-specific dynamical topology. In our
reaching example, these global consztraints on the task-dynamic coefficients
specified point attractor topologies along each task axis. Additionally, howe
ever,- a set of locally defined, metrical constraints serve to tude the
task-spatial dynamic parameters (MT, B, KT) according to current task de-
manda. Thus, in the reaching example L) designates (ke perceptually
estimated mass of the terminal device (i.e.,  gripper + any grasped ob-
Ject-to~be~moved), and B, and K; are specified, for example, according to the

'\“ desired or required damping ratios §.. =z o Q] I3 1 = 1,2) and set-

. tling times (T “’“1‘1 .”_717.1‘ 1; i -Ti1 2.1} e.,%eitime required for the
systgm to setlﬁe uithin 2%  of ‘the target amplitude; Dorf, 1974) along each
task axis. .

The movements of the tack mass in reaching space display two properties
highly desirable for the terminal devices of real worid reaching tasks. Due
to the .point attractor dynamics, the movements will exhibit equifinality im
that the task mass will come to rest at the target regardless of initial posi-
tion {(i.e., by definition, initial distarmce along t1\ and velocity (i.e.,
initial direction and speed of task space potion) and despite transient
perturbations introduced en route to the target. Additionally, the task mass
will show strajight line trajectories during __perturb-d motions to the target,
since in this case the system is effectively one~iimensional by virtue of the
definition of the reach axis. However, motions in which the tagk mass is per-
turbed away from the reach axis will display trajectory shapes that depend on
the relative values of K., and » lassuming equivalent darping properties
along each axis) as well as the position in €.t o 8pace whece the perturba- .
tion "deposits® the task mass (see Figure- kB] Assuming critical damping
along both task axes f{(i.e., § = 1.0; 1 = 1,2) and a post-perturbation
velocity of zeéro, then: a) ugéﬁ k
the reach axis faster than axis t_,; b) when I(Th >0 the tcsk mass
will approach axis t. faster than t,; and e¢) en k.” = Kyor the taak

B ‘ ' . | . 14 _ %
| oz

< Kpos  the task ‘mass will approach |,
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mass will approach l‘-1 and t2 at the same speed, showing a straight liine
post=perturbation trajectory to the target. A straight line post-petturbation
trajectory will also result if, regardless of the relative values of K., and
¥ 2» . 'the task-mass is deposited oprecisely on the t, axis (Figure 1uB,

trajectory d). The reason for these relationships between perturbed position, |

relative axis stiffness, and trajectory shape lies in the shape of the Loten~

" -tial energy functions corresponding to these different relative k.“ and

¥ 2 values, and the resultant constraints placed on the ensu.ng motions of
t;e tagk-mass when sturting at various post=perturbation loecations on these
manifolds (see Hogan, 1980, for a more detailed discussion of potential energy
functions and spring stiffnesses in a similar two-dimensional mass-spring sys-
temls Finally, note that these free and perturbed trajectories evolve as im-
plicit consequences of c¢n? underlying task -space dynamies and, therefore, do
not reflect the use of either explieit trajectory.plans or replanning proce=

- dures.

Figure 5.‘ Diserete reaching: A. ‘Body space. Task space is embedded in a-
shoulder-centered: cooidinite system; B. Task network. Body space

description is transformed 1nto Joint variao.e form of massless
model arm. -

-

-

2, Body Space. The above. patterns of task spatial dynamic parameters

were defined relative to an environmentally defined goal location and an ab-.

stract disembodied terminal device., If these patterns are to be useful to a

performer, they must first be transformed into egocentric or body spatial form
(e.g., Saitzman, 1979). Such a transformation must be sensitive to the cur=-
rent spatial or geometriec relationship ‘between the performer and the task
space. Az illustrated in Figure 5A for a reaching. task, this corresponds to

. locating and orienting the task spaceé relative to a body spatial (x 3 X

coordinate system whose origin correaponds to the current location of t e

1> .

- ' 25 3 :
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shoulder's rotation axis. Thus, the. terminal device's {task-mass's) current
location may be specified in 1112 coordinates. Further, the set of 1local-

1y defined constrairts given by the spatipl relationship between task and body °

Spacgs serve to tune the body spatial dynamic parameters x. = (x 19
Xn,) (the 1location of the task space origin in body space coordinates)
at?g 0 {the orientation angle between the task space's reach axis t; and body
space axis x.,), Given this information, the task-spatial dynamical pattern
may be transformed into a corresponding body or shoulder spatial pattern. The
resulting set of linecar body~-spatjal egquations of motion for the task's termi-
nal device are defined in matrix form as follows (Note: In these and the

" following equations, a superscript T denotes the vector gatrix transpose

operation): ¥
HB;U - BB"-‘J" KB% =’g. where ‘ (6)
"B = MyR, where My = task space mass matrix; and

R = the rotation transformation matrix with elements rij converting
task space variables into body space form;

= cos 0 sin O ;
-gin O cos O
l}B = BTR, where BT = task space damping matrix
p = KR, where K; = task space stiffness matrix

AX = X =Xgs where x = (!1.!2)1. the current body space posi-
tion vector of terminal device; apd

3o : (101,1 2)T. the body space position vector of the task
space or?gin. ;

-

»

One should note that equation (6),.unlike equations (4) and (5), represents a

set of (usually) coupled, autonomous bodv spatial dynamic equations (i.e., the
off~diagonal terms are generally non-2ero) due to the rotation transformation.
Howevér, as in the cdse of the task~dynamic parameters, the terms of (6) sre
defined in force units and the resultant set of body spatial dynamic parame-
ters i3 constant, ’ -

r

3. Joint variables; Task Dynamic Network. The above patterns of body
spatial dynamic parameter: were defined with reference to motions of an ab-
stract terminal device disembodied from its effector system. -These patterns

may be further transformed intn an equivalent expression based on the

joint-variables of a massless "model" effector system, Like the transforma-
tion from task-space to body space, this transformation is a strictly kinemat-
ic one and involves only the substitution.of variables .defined in one coordi-
nate system for variables defined in another coordinate system. As fllustrat~
ed in Figyre 5B, this corresponds to expressing body spatial variables (x, %,
%) as func‘tions of an arm model's kinematic variables (¢, Q. E). where
g =W ,62) R ¢, = shoulder angle  defined relative to axis x,,
‘2 = elbow angle defined relative to the upper arm-segment. It should Ee
emphasized that the model arm used for this transfo?matioq is defined in
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kinematic terms only .(i.e., ‘the proximal and dista}! segments have lengths 1
ano 1i,, respectively, but no masses), and that the arm’s proximal (shou! ﬂer}
and d? tal (wrist) ends are attached to the body space origin and the terminal
device/task mass, respectively. The transformed .equation is as {ollows (see
Appendix A for details})s

MgJg + Bplg + Kgax(g) = -MB\@;, where (7)
Mz, By, K are the samer constant matrices used in equation (6);

ax(d) = 5(!) = X, where

x(g) = (x (g),xz(g)) » the current body space position vector of
the terminal device expressed as a function of current Jjoint an-
gles;

Xg = the same constant vector used in equation (6):

J = J{g , the Jacobian transformation matrix Whose elements Jij are
- partial derivalives, ?;i/“j, evalnated 3t the current @3

~p = (6 62.62) ’ the current Joint velocity product
vector, and

V =v(g), a matrix of coefficients associated with €  introduced -
during the kinematic trénsaformation and evaluated at the current s.

One should ..cte that the matrix prouucts in equation (7) are not con-
stant, but are nonlinearly dependent on the current arm model posture g via
the configuration dependence of the J(g) and V(d) matrices. Further, although
equation (7) is expressed in terms of articulator or effector zystem vari-
ables, it is by no means an articulator-dynemic equation. Rathef, it is sime
ply the .body-spatial dynamic equatidn (6) rewritten in- the articula-
tor-kinematic variables of a massless arm model with no reference to the ictu-
al mechanics of a performer's corresponding real arm. Its terams, in fact, areg
atill c.’efined in unite of force not torque, Thus, if the initial state.
($,8y) for the arm model in equation (7) specifies an initial body-spa-
tial Jéu'isl:. position and velocity equal to the initial position and velocity
for the task-mass in equation (6), the arm model's joints will change (via
equation (7)) im such a way that the wrist moves along exactly the sume
trajectory as would the abstract terminal device (via equation (6)).

Equation (7) may be rewritten in units of angular acceleration:

PAETS IS H -l =1 -1, .
8+ 37 MyBRIE + I Mg Kpax(g) + JTVE = 07 (8)

0 .
For reasons to be elabdrated further in the sections to follow, we consider
equation (7) to define the task dynamic network (task network® for our reach-
ing task example since, in effect, this equation describes a network of
task-"and context-specific dynamical relations amohg the arm model's articula-
tor=kinematic variables. Ultimately, however, a reaching task is performed by

7
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a real arm whose motions and responses to. perturbagions are shaped according
to task-specific, evolving patterns of articulator -dYnamic parameters. In the
task dynamic approach, constraints are supplied for these articulator dynamics
with reference to the task hetwork equation (8). .

We will no review the basic articulator-dynamics of a simple two-jointed
are, and then discuss two alternative ways in which equation (8) might be used
to constrain these dynamics for a reaching task. ?

37:3 Articulator dynamics; Articulstor network :

K4

For the purpose of simglicity, 'we will restrict our discussion'to ]
twosjoint, two-segmeni effector system uhoae segments (“upper arm" and "fore-

arm") have ‘lengths 11 and 12, with - masses % and m, uniformly
A

distritkited along the srespective scgment lengths. ssuming Tric .ionless
revolute joints (9, 0,; defined in the sawe manner as for the mudel arm)

and o gravity, the passive mechanical-{ne controls) articulator dynamic equa- °

tions of wn.tion, whose terms are defined in units of torque, are {see Appeudix

B for details):

H‘:OZ . Slép 0 , where . (9} \

=M, (@), the 2 X 2 acceleration sensitivity matrix as‘ociated
with inertial torques, whose eiements are Enctions of the current
linkage conf{iguration, Q. The subscript "A" denotes articulator
dynamic e_lemenr.s:

=5,(9), 8 2 X 3 wmatrix associated with coriolis torqdes
(refat.ed to joint velocity cross products) and centripetal torques
(related Lo squares of Jjoint velocities), Hho* elements are func~

tions of the current linkage configuration, 8.
’ a

With controls included, this equation becomes:

"gé * Sggp + Bné— + Tas. *Tna = Or where (10?
or . .
“ K48
Bl = a2 x‘ 2 euntrol damping matrixs
a 2 X-1 gpntrol spatial~spring torque vector; ' .

- é
] copi'rol 2 X 2 joint=stiffness matrix;

-~

.=t
wn

L] L]

2 9, where @ =3 2 X 1 control reference configuration
vector;° and .

IA: za 2 X 1 control additional torque vectoi'. whose function will
be described more fully;in the following section on Control Laus.
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Equation (10; may be rewritten as follows -with terms defined in units of
angular acceleration:

Py 1. -1 ) W -t

ar
Hik, a0
aka%8

Jusp as we considered equation 8 to define a network of task-dynamical rela-
tions over a kinematic arm model, we also consider equation 11 to define an
articulator dynamic network {(articulator network) of relations ameng our {(sim-

» plified) real arm's joint variables.

The task dynamic preblem for our reaching example (and other real world
tasks as well) may now be posed as the question of how to specify patterns of
articulator dynamic controls (Equations 10 and 11} such that. the resultant
terminal device's free and perturbed kinematics evolve according to con-
straints émbodied 1in the corresponding task space's topological dynamics
(Equation 5). We consider two related methods in the sections bélow based on
alternate versions of equation (117). The first method uses equations 8 and .1%
to formulate task-specific equations of constraint or control laws over the
articulator dynamic ‘parameters; the second combines the use of control laws

_ with the concept of network coupling between the task (equation 8) and articu-

lator (equation 11} networks. Both methods address the issue of coordination
in artificial (robotic, prosthetic) linkage systems. The network coupling
method also affords a novel perspective on styles of control in physiological
systems. In the following section, the control law approadch 13 described,
while the network coupling method will be discussed in a later section on
physiological medes of motor control. ‘

C. Method 1: Control laws .

This method 13 conceptually quite simple and is outlined 1in Figure 6.
First, one assumes that the model arm state (g.g) equals the real arm state .
(9,8) and that Q@ and @ (hence, also, g and g) are specified proprioceptively.
Second, one uses the following version of equation (311):
-' - .‘ .1 - - .
8+ HiB)S o M{T, v My, 4 MiZy, = 8 (12)

*

Third, by comparing equations 8 and 12, one can see that the real arm (@ vari-
ables) will move according to task dynamic requirements (i.e., will move
identically to the task netpork's model arm (g variab%g?%) when the following
identities . hold: a) JT MBB.J = M,B,i b) JTMKyax(@) = M7,
and ¢} J Vg = MﬁSkQ + Hﬁ Aa® Finafiy. one uses %hese identities to
det'ine the f&&louing noﬁlinear, §iate-dependent. articulator dynamic control

laws:

B, = M,J7 M5B (13a)
Tas = M9 MpKpax(@) (13p)
Tha * OIS (13¢) "
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It should be noted that the articulator dynamic controls in: equations 13
are defined by the linkage configuration(g)~ or state(9,9)- dependent products
of: a) MA,S vdod LV, x(Q), a_qd 8 --these are @- or @ -dependent, but
task indepem&ant;? and b) M 'BB'IPB’ and x ---these are constant, but
are dependent on both spatial context and task.” Finally, one shculd note that
for purposes of simplicity we have assumed that the computations involved in
equations 13 occur instantaneously. However, in reality this cannot be the
case and hence there must be a delay (at) between sensing a given linkage
state (at t = t.) and the specification of a task- and context-specific set
of controls (at jt = t, +«at), It is possible, therefore, that these con-
trols will be t.ot.al.lyi inappropriate for the current {t = t, «at) linkage
state. There are two main ways to deal with this problem. ll‘he first is to
minimize At by using a variety of methods: a) table lookup {e.g., Raibert,
1978) for those terms in equations 13 that are independent of the current spa~
tial and task contexts, but can be indexed according to current art.:lgulator'y
state; b) parallel computation procedures, such that all elements in all
matrices in (13) are not computed sequentia&ly; c) computation strategies
that heuristically omit certain terms in (13)° or that capitalize on the te-
peated use of certain "modular" functions (e.g., Benati, Gaglio, Morasso,.
Tagliasco, & Zaccaria, 1980) in-the component terms in (13); and/or d) using
remote sensing {exproprioception, e.g., vision) to .pecify certain kinds of
informatioa directly (e.g., hand position %) rather than indirectly through
computations based on proprioceptive feedback (e.g., x(8)). The second way of
reducing the adverse consequences of delays is to use a predictive, ™ookah-
ead” type of computation (e.g., Ito, 1982; Pellionisz & Llinas, 1979) such
that given an estimate of delay At, the system might sense a linkage state at
t=t,, predict the state at t = t. + At, and perform equation 13's compu=~
t.at.}ons with reference to this predicted state.

‘ Control Lawsje— . /
9.0,
: |___JJArticulator Network
()

Figure 6. Overview of information flow in control law version of task dynam-
103. ’ -

V) Further Examples

In the preceding sections we described the details of the control law
version of the task dynamic approach in the context of a discrete reaching

B ‘ 20
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task's point attractor topology. In the present section, we generalize this
approach to ‘other task types a3 well as to variations on the discrete reach
task theme. More specifically we describe how the task dynamic model: a)
generates task specific trajectory shapes in dis:rete reaching, rhythmic tar-
get~to-target, cup~to-mouth, and cranketurning tasks; and b) provides "imme-
diate corpernsation® to a sustained perturbation introduced to an effector sys-
tem while er r-ute to a target in a reaching task.

In the current control law context, all examples and computer simulations
described below represent motions of the articulator network (the "real™ arm),
and the task network (the "model™ arm) is rigidly constrained to move identi-.
cally due to the assumptions that 6 = Qand & =@, given the current
"proprioceptively”™ specified @ and © .

-

1. Digscrete reaching. This is the familiar ‘reaching example, whose task
space is defined as a two-dimensional point attractor {see Figure u4A). A
straight-line trajectory for the terminal device (the hand) generated by these
task dynamies for a discrete reach is illustrated in Figure 7 (trajectory a).
For this trajectory the task space axis stiffnesses are symmetrical {(i.e.,

) and critical damping is assumed along both axes. Note, howev-
er, { perfect straight line trajectories. are generated in contrast to the”
guasi-straight line trajectories observed experimentally for primates (e.g.,
Geor%opoulos, Kalaska, & Massey, 1981; Morasso, 1981; Scechting -& Lacquanti.,
1981).

Figure 7. Body space discrete reaching trajectories showing effects of omit-
ting velocity product torque compensation terms with different task
axis weightings. I and F denote initial and final arm configura-
tions, respectively.

21
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As alluded to eariier (see also rootnote 8), it is possible to omitzﬁ
(i.e., the control vector associated with velocity product torgues) from equa=
tion 12 and thereby obtain more "realistic® trajectories while at the same
time reducing the amount of computation involved in Specifying constraints on
articulator dynamic parameters (trajectory b in Figure 7). As with trajectory
ay trajectory b illustrates a reach involving symmetrical task axis
atiffnesses and critical task space damping. Omitting I results in an
articulator network whose velocity product terms are simply those specilied by
passive arm mechanics (i.e., S,0 1in equation 9) rather than those Speci-
fied »y the task network (i.e., Vg in equation 7). Note that although
the omission of Y, int oduces a "hook® into trajectory b's illustrated hand
Motion, the hand neveriheless arrives precisely on target due to the underly-
ing task space point antractor dynamics. This preservation of accurate
targeting behavior when control terms r2lated to velocity product torques dre
ignored is a featute of the task dynamic approach not shared by some other
robotic control schemes (e.g., Hollerbach & Flash, 1981, see their Figure 8).
Finally, it should be ncted thot otraight line hand trajectories can be
approximated when I a 18 ooitted by a judicious relative weighting of task
axis stiffnesses. [Dand trajectories progr#ssively clnser to ideal straight
lines will be produced using progressively greater penalities for task maas
deviations from the taskspace reach &axis (t..‘) en route to the- target. A
hand trajectory for the arm motion corresponding to one 3uch ratio
(k 1kq31.75:1) with critical dawsing along hotn task cxes is illustrated
inzFigure 7 (trajectory c).

2. Cup=to-mouth task. In a ciup~to~mouth task the zo2i is to move a cup
of liquid from an initial to final position {e.g.. table top to mouth® while
maintaining a horizontal spillage-preverting cup orientation Juring the move-
ment. A8 in our discussion of the discrete reuching task, we begin with a
simpliffed task-dynamic treatment of a planar cup~to-mbuth task performed by a
3-joint (shoulder, elbow, wrist) arm using an arstract, functional description
of that skill's task space. This task 3spize it mndeled a8 2 three dimeusional
{one rotational and twoe linear degrees of freedom) point attractor and is
illustrated in Figure 8A. In this figure the terminal device 33 an abstract
task-segment {(m,. = mass, 1y = length) representing ihc .grasped cup, with
one erd {the "distal™ end) defined a3 the point of final cup-mouth contuct,
and requiring three coordinates for its complete task 3pace description. The
target location {mouth) for the Segment's distal end defines the origin
(togetga) of a tit, Cartesian coordinate sysex; aiis b, 1is defined
as a reach-axia from %he initial position of the sesment’s Jgiital end to the
t t.2 origin; and axis t’2 is defined orthogonzlly to t"l' The orienta=-
tfon of the task segment relative to axis t. define< the current amgular
t. coordinate; ¢t defines the (1dentzica1) lnitial and target task Seg-

nt orientations] and IT(=[1/3] 1p Y i3 the task segment's poment
of inertia about its distal end. The equations of motiosn enrraaponding o
axes t"l' "'2' and t.3 are:

e, + b'l'2;'2 + kpoty, = 0 (14p)

where © is a constant Scaling factor with units of lendth and i3 used to en-
sure dimensional homogeneity along all task spece degrees of f{reedom. Thus,
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Figure 8.

2 task segment spring + damper
/"'

Ly Otos _
initial (+ target)
(/ orientation
‘03 a/‘(OS t
- . i 1
target tip ./ﬁ.
position inttial tip
position
B. £2
)(02_ -—
X4
c-‘ ' ” ’
2 3 !
X2

g,

Cup~to-mouth task: A, Task space; B. Body space; C. Task net-
work. '

23

34



—
Saltzman & Kelso: Skilled Actions: A Task Dynamic Approach

all terms of equation 14, even the rotational terms of lic, are defined in
units of force, For purposes of the present paper, P is set to 1 and
consequently is omitt~d for notational simplicity in all further discussions
in this section.” In Figure 8A the stiffness and damping elements are
represented in lumped form as squiggles in the lines connecting the task seg-
ment to the linear "rest positions" and to the rotational "rest orientation.”
Equations 14 describe a set of uncoupled (by definition of the abstract task
space) equations with constant task dynamic parameters and can be represented
in matrix form as: - )
1‘

H‘l‘:é + Bri;_ + Kpat = 0, where (15}

H‘l‘ BT' and are 3 x 3 diagonal matrices of task dynamic parsmeters
analogous to the simpler 2 x 2 point attractor system of equation 5. In a
similar fashion, the body spatial equation and the joint variable {task net~-
work) equation are stmply the 3 x 3 analogs of equations 6 and 7. The corre-
sponding body spatial and joint wvariable representations are illustrated in
Figures 8B and 8C.

When similated, a typical movement lenerated by these task dynamics, us-
ing symmetrical task axis stiffnessess (kg } and critical damp-
ing along all task axes, shows both a straigL Tﬁ §3trajectory and a8 main~
tained horizontal orientation of the task segment during the movement.

3. Reaching (rhythmic). The point attractor task space topologies used
for the discretz reaching and cup=to-mouth tasks will be unable to generate
the arm kinematics associated with =sustained cyclic hand motion between two
body spatial targets. Consider, for example, the case of planar motion of the
terminal device (hand)} and a corresponding 2-joint effector system (arm with
shoulder and elbow Jjoints). The task space is illustrated in Figure 9A and
consists of an orthogonal pair of axes (t,,t,) for which: a) t, is de~
fined along the Jine between the two targets (‘J stance between the largets);
and b) the origin is located midway between the two targets (A=D/2=distance
from origin to either target). The terminal device is an abstract point
task-mass (meass_). and may be located anywhere in the task space. Point -
attractor dynamics are defined along axis t2 to bring the task wass onto
axis t, and to maintain it there despite transient perturbations introduced
perpendicular to t,. Limit cycle {periodic attractor) dynamics are defined
along axis t1 to sustain a cyclic motion of the task mass parallel to t1
between the two targets, and to maintain the desired osciilation amplitude
(A=D/2) despite perturbations introduced parallel to t,, The task space

- equations of motion are:

-

. o _
Mpty = bpyty ¢ eqqbyby ¢ Kty = C (16a)
mrty ¢ brgby ¢ kygty = Oy where (160)

Bry kpgo Dppe and kg are defined as_ in equation 5 (discrete reaching task,
point attraobor). 3 t1 * cT1t1t1) is the nonlinear escapement term
(van der Pol type) for axfs t,.

The dynamic parameters for axis t2 are tuned in the same manner as in

the t, axis of" the discrete reach task space (see earlter Task space sec~-
tion). Tuning the dynamic parameters along axis ty involves specifying

kp; according to the desired period, P, of motion and the relation




Figure 9.
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A.
t
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& % e ty
i D e
: A
—
B. -
X
1
C.

Rhythmic reaching: A. Task space, Open circles represent targets,
Squiggle represents point attractor (spring and damper) dynamics

along axis t2, Open box represents limit cycle {(spring and van
der Pol escapement) dynamics along axis t1; B, Body apace;
C. Task network.
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1

P=2W Jk 1/mp. The procedure for specifying b and c; is more in-
volved, and may be understood by considering equation 16a 'in the fellowing
normaslized, dimensionless form:

21 ' -6(1"212)21' + 21 = D. where (1?)

. a) the single and double apostrophe superscripts denote differentiation with
respect to the dimensionless time variable, N=Wn, with w s .]Ior.l/m.r
and n denotes the standard time ‘ariable; b) Cp /bﬂ ty 1is the
dimensionless displacement variable; and c¢) € = 1” i3 a dimen-
sionless measure directly related both to escapement. stren51th" {i.e., the
strength with witich the system resfsts being displaced from the limit cycle)
and the shape of the limit cycle orbit in the phase plane (e.g., & <<1 corre-
sponds to a circular orbit and sinusoidal motion; €>> 1 corresponds to a
relaxation orbit and a step-like motion). Given values for k 1 {(from the
desired period) and £ (from the desired orbit .shape), ~“is determined from
the above expression for €. Finally, it is known that the amplitude for the
normalized (Z-variable) system of equation 17 is equal to 2.0 over. a wide
range of € values {e.g., 0<€<10, Jordan & Smith, 1977). For the original
non=pormalized (t.-variable) system of equation 16a, the corresponding ampli-
tude is A = lb /c ‘. Therefore, given values for y and desired am-
plitude A, the va ue o c is determined from th: preceding expression for
A, Finally, equation 16 may be rewritten in matrix form as:

Mt + Bt + Kot = Ero where ’ T8
H and} Kp are defined as in equation 5;

BT = |=bpqy 0 |, denoting the linear damwping components; and

0 bT2

*
£T=('°T1";1i1'l D)T. denoting nonlinear system components.
Equations 16 and 18 represent an autonomous, uncoupled, task spatial
dynamical syst~m with constant parameters. Figure 9B illustrates how the task
space is located and oriented in body (shoulder) space. The body spatial
dynamical system is described by:
MBZ + BB-;‘- + Xgax = Fo, where 19)

MB:MTR. . where R=the rotational transform matrix with elements
r'iJ defined previously in equation 6;

BB=BTR;
KB=KTR; and .
( Y2 (ryiks + ryoks)s 0T
Egal-eqq(rygaxy + ryoax5)" (rygxy + ry5xp), 0J°,
Equation 19 describes an autonomous, coupled (due to the rotation

transformation), body spatial dynamical system with a constant set of linear
parameters and a nonlinear, state-cependent forcing function. This body spa-
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tial equation may be transformed kinematically into joint variable form by
expressing x variables as functions of the ¢ variables of a corresponding mod-
el arm (see | Figure 9C):

MgJg + Bydg + Kyax(g) = Eg - "Bvép’ where (20)
g+ By and Ky are defined as in equation 19;
J=J(¢), the Jacoblan matrix;
ax{(g)=x(g)x ;

E, = j;'l;(g), i.e., FB with the substitutions Ax; =ax,(g), ax,
axaU@)y Xy = Jyq8)+ Jyp8p kp=dpibye 30855 and -
V and §p are as defined in equation 7. )
Equation 20 may be rewritten in the following Ltask network form:

-1

TS V- I =1 4 =1
g+d HBBBJgi-J HKaax(d)-J “Ed -7 \'g (21)

Figure 10. Body space rhythmi¢ reaching trajectory when hand starts (or is
perturbed to) a position away from the steady state trajectory.

Finally, since the real arm's motion ¢an be described Qy the articulator net-
work (@ variables) equation 12, one sees that the articulator controls, BA
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.angle between .the hand-forearm and crank. The task spac

Anertia about its diskal end. The task spat
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-

and T are specified according to control laws 13a and 13b, ?'espeotive'ly.‘

A com%%riaon of equations 12 and 21 sliows that, assuming ¢=0Q and ge0; the

articulator control :l:h is defined according to the following control law:
-1, '

Taa = 97 V=528 - M aT

Mgk (22)

A typical movement generated by these task-dynamics is i)lustrated in
Figure 10, showing the motion of the task mass in body (shoulder) space. Note
the straight line hand trajectory duritg the steady~state cyclic' motion be-
tween targets, and also the way the hand -is attracted sutonomously to t,his
steady-state trajectory despite a startup position {with zero velocity) 'away
from this trajectory.

4. Crapk Turning. Figure 11C 111u3't,rates the shoulder spatial layout of

a crank turning task in which: a) uotion of ar®m and crank occur in the
horizontal plane; b) the crank segment's "distal” end is attached to a fixed
rotation axis located at X, in shoulder space; c) the crank rotates at a
constant angular velocity, v, .about the fixed axisi d) the wrist Joint is
fixed and the hand tightly grasps the crank's handle, which freely rotates
about an axis fixed to the crank's "proximal¥ end; and e) 6, and 6, rep~’
resent’ the shoulder and elbow angles, respectively, while ¢ represents Jhe
éa description is

illustrated in Figure HA in which: a) the crank is the terminal device or
task segment (m.cmass, rlength); b) the fixed rotation axis at the
crank'a distal end define; the origin of a Cartesian t.t. coordinat: sys-
temi ¢} an angular '-'- coofdinate is defined b§ the orienlaiion of the crank

relative to axis ; and d) Ip -(‘!/3) l. is the crank's moment of
al equatigns of motion are de-

fined as:
myty + bydy + kpgty = 0 B C
Mgty + Brobp + kpata = 0 423b)

£ is the same scaling factor used in equation 14c, and will be omitted from
further discussions in this section for notational simplicity.
s L

Equations 23a and 23b define point attractors whose corresponding damping
and stiffress factors are represented in lumped form in Figure 13a, and which
serve to maintain the crank's distal end at the task 3pace origin. Since in
the real world the crank is fixed to this axis, these axes mav be weighted
rather loosely (i.e., they may be assigned low vaiues for and k
Equation 23¢c needs a bit more explanation as it contains a fimit cycIe s
escapement term (Rayleigh type escapement: ~b 't, no
spring term. The behavior associated with equation 33c is be‘{. u?xderstood by
examination of its corresponding phase portrait (Figure 12). Here it can be
seen that there are three steady states represented by lines parallel to the

axis, The lines det‘ined by t =3V = :.]5T3/c-r“ ars stable steady
séatea, and the line t, = 0 denotés an unstable” steady state. In other
words, given any nonzerg startup velocity in either the upper or lower half
plane, the system will reach the corresponding positive or negative steady
state angular velocity, v, If, however, the system{begins at any angular
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Figure t1.
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C.

Crank turning: A. Task space. 3Squiggles represent point attrac-
tor dynamics aiong linear axes t, and t,. Open box represents
velocity attractor (Rayleigh escapement) dynamics along rotational
axis t3; B. Body space; C. Task network.
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position with precisely zero velocity, it will simply stay at that position.
In normalized form, equation 23¢ becomes:

;::::;;;:;;-———-+\!

e

- "

Figure 12. Phase portralt of velocity attractor system.

-
.

- . 2 »
23 - 6(1-23 )23: 0, where . (28)
, 23 = Jepa/dpy ' t; is  the dimensionless pisplacement variable, and
= 4 s airecily related to the “strength®™ of the escapement ({,e,,

=b_

the aBged with which the system attains the, steady state and the strength with
which 1t resists perturbations from the steady state), Since we are unaware
of any other label for this type of dynamical topology, we will call 1t a
bistable velocity attrgetor (or more simply, a velocity attractor), Given a
desired escapement strength (6€) and final crank angular velocity (V), the
above relationships are sufficient to tune the 3system's 4 and cpq values
according to these task demands. Equations 23 may be rewritten in matrix form
as: .

H'.l':é + BT.E + K;t = Ep» where (25)

“'I' 13 defined as in equation 15;

Bp = for, © 0] ike= Jkpy © 0] sang
0 b, © 0 ‘kp, O

0 0 --b.I.3 0 0 0
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Tl

- Equations 23 and 25 represent an autonomous, uncoupled (by definition)
task spatial dynamical system with constant parameters. Figure 11B shows how
the task space is located and oriented in body (shoulder) spatial coordinates.
Note .that the orientation of task-to-body space is arbitrary, and in Figure
11B the orientation angle O is simply assumed to be zero (e.g., see Figure 8B
for an example of a differenv task with nonzero @). Figure 11C, as mentjoned
previoualy, shows the relation of the task and body spaces to the task's "mod-
el"” arm. Equations for body spatial, arm model, and task network oynamics may
be ‘derived from equation 25 in a manner similar to that used in generating
equations 19, 20, and 21, respectively, from equation 18’

It should be noted that the configuratior 8 of the model arm ts specified .
in exactly the same manner as our earlier examles. Angles 61 {shoulder)
and ¢, {elbow) can be obtained "proprioceptively" but 6., the angle be-
t@een the crank and the hand-forearm, cannot. However, assuming that the lo-
cation of the crank's distal end (envirpnment.ally t‘ixed rotation axis) is
known in body space coordinates ‘and given and proprioceptively,
is uniquely specified by geometric considerations. us the full- ¢ set 13
available for use in the control law computations.

B. Immediate Compensation 1

In the Introduction, we reviewed experimental data on speech movements
that showed task-specific, sutomatic, compensatory response patterns in remote
articulators to unpredicted transient perturbations in a given articulator
that were relatively immediate. These data implied that selective patterns of
coupling or gating e.isted among the compopent articulators that were spcecific
to the produced utterances. In the context of the task dynamic approach, we
hypothesize that these coupling patterns are due to the correaponding evolving
patterns of articulator-dynamic control parameters specified by task- and
state-dependent control laws or equations of constraint.

To itllustrate, consider the following example of a discrete reaching task
(formilated as a modified version of a cup-to-mouth task) in which:® a) the
terainal device is a pointer fixed to the hand of a 3-segment (upper arm,
forearm, hand-pointer) arm; b) planar motion of the pointer corresponds ?:
angular motions of the ara's 3 Joints (61-shoulder. d-elbou. t,=3ngle
between pointer and forearm); and c) task demands focus or positiong ng the
pointer's distal end at a body=-spatial x target but are relatively
indifferent to the precision of final orientalign control. Consequently, the
task space may be described as a 3-dimensional point attractor with symmetri-
cal welightings for the linear ty, and t, axes, and a much smaller welghting
for the rotational t, axis. Figure 13 illustrates the initial (a) and final
(b) arm confisuratiol& that correspond to the current task dynamics (weighting
ratio of axes t., and t, to t, is 20:1) when the arm encounters no
perturbations en route to Zits bod spat}al pointer target. The initial arm
cont‘isuntmn 13 Bj_os (79 ' 20 i71°)' and the final arm configuration

= (115° ’ 81 Figure 13 {(configuration c¢) shews the final arm
p ition when the shoulder angle is suddenly braked during the trajectory when
it reaches 105° and is held fixed at this angle. The initial 8, is the
same as in the unperturbed case and th: pointer's distal end reaches ﬂ'r-cisely
the same spatial %)Xy target as 1in he unperturbed motio %piteot e
fact that the. final configuration has changed to 8, = (105%, 527)°.
In other words, the system's response to the perturbation was to "automatical-
1y"™ redistribute "the activity among its component degrees of freedom in a
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Figure 13. Arm configurations for simulated discrete, reaches showing:

a. Initial posture; b, Final posture (unperturbed trajectory);
c. Final posture (perturbed trajectory).

HP-'—H-.._.—
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Figure 14, Desctription of basic postural perturbation paradigm of Nashner and
colleagues, showing four types of perturbation (right coluan) and
corresponding leg Jjoint angular rotations (left column); A. AP
translation; B. Direct rotation; C. Synchronous vertical;
D. Reciprocal vertical. {Adapted from Nashner & Woolacott, 1979.}
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manner that still achieved the same task sSpatial goal. Furthermore, such
compensatory motor equivalence reflects the fact that targets in the task dy~
namic approach are not specified as final articulator configurations, but

rather as desired final spathl coordinates for the terminal device; the fi-
nal articulator configuration "falls out” of the task dynamic organization and
the environmental conditions in whichithe movement is performed.

VI) Relevance to Physiological Literature

In this section, we will describe how the task dynamic approach might ap=-
ply to the issue of postural control in humans, and suggest a "systemic" al-
ternative to the modular synergy model of Nashner (e.g., Nashrer, 1981;
Nashner & Woolacott, 1979) to account for postural compensatory phenomena.
Further, we will review -evidence from studies of single-joint discrete move-
ment tasks (e.g., Bizzi, Chapple, & Hogan, 1982) that show that the physiolog-
fcally relevant pardmeter of rest angle {i.e., the angle specified by the
equilibrium point between agonist and antagonist Jlength-tension curves) is
actively specified during such tasks as a gradually (as opposed to step~like)
¢hanging central control signal. In the control law version of task dynamics,
there is no articulator-dynamic control parameter cori-esponding to rest angle.
However, a network coupling version of task dynamics, now in preliminary form,
will be described that includes-rest angle as a parameter and provides a ra-
tional account for the evolution of the rest angle's trajectory without

.requiring an explicitly preplanned trajectory representation to account for
the observed pattern. Finally we will discuss the mplications of the netwcrk
coupling approach for theories of learned complex killed actions.

A. Postural control

=

Nashner and his colleagues have performed an elegant series of experi-
ments on postural responses to Support surface perturbations in standing human
subjects. Summarizing from the experimental report of Nashner, Woolacott, and
Tuma (1979) and several subsequent reviews (Néshner,’ 1979; Nashner, 1981;

_ Nashrer & Woolacott, 1979), we can describ¢ the paradigm and findings in the
following way. Basically, a subject stands .'with each foot on a Separate
horizontal platform that can be translated horizontally, translated vertical~
ly, or rotated about ar axis aligned with/ the ankle Jjoint. Using these
platforms, one or a combination of the follpwing four types of perturbation
could be delivered to the ,subjects- on /a given trial (Figure 14): a)
simultaneous forward or backward anteroposterior translation (AP translation};
») simultaneous flexion or extension fotations (direct rotation), c¢)
simulvaneous upward or downward vertical jtranslation (synchronous vertical);
and d) reciprocal vertical translation (reciprocal vertical). These perturba-
tion types may be characterized by the corresponding patterns of whole body
motions{%nd joint rotations that would be induced in "passive" noncompensating

| subjects (Figure 14), Thus, AP translation caused the body to lean in the

direction opposite to the translation; direct rotation caused the DOdY 1o
tilt in the same sense as the rotation; Synchronous vertical caused the body
to move with the translation; and reciprocal vertical caused the body to tilt
laterally toward the lowering platform. It should be noted that the first
three perturbation types induce motions in the sSagittal plane, while the
reciprocal vertical type induces motion in the frontal plane.
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b

In response t0 each perturbation type or type combination, Nashner et
al. measured EMG responses from the upper aind lower leg muscles, ag well as
changes 1n ankle, knee, and hip angles. Associated with each perturbation

tgpe_$uu_4L_1nng_1aLennx_ingLk_lhg:llgﬁgiH}Etency in gastronemius) "“rapid

postural adjustment" (Nashner, 1981), which comprised the earliest useful
poatural response, while the ‘sho»ter latency myotatic reflexes were either ab-
sent or of no apparent functidnal value. These rapid postural adjustments for
a given type a) were characterized by fixed ratios of activity among the
responding muscles, b) were -specific to the perturbation type (and the corre=~
sponding type~-specific patterns of joint displacements), and ¢) were "func~
tionally related to the task of coordinating one kind of postural adjustment®

_ (Nashner, 197 , p. 179). Further, during a set of trials in which a sequence
of either of three perturbation types (AP translation, synchronous vertical,
or reciprocal vertical) was unexpectedly and immediately followed by a Se-
quence of one of the other two types, it was found that the functionally ap-
propriate postural synergy response occurred even on the first trial of the
new type. Such "first trial adaptation® did not occur, however, when a se-~
Quence of AP translations was followed immediately by 2 unexpected series of
direct rotations (or vice versa). In these cases, thc Inctionally correct
(i.e., posturally stabilizing) synergistic response pattern was implemented
progressively over a series ¢f approximately three to five trials. Addition-
ally (Horak & Nashner, 1983}, if a series of AP trials with the subject stand-
ing directly on the footplates was followed by a series of AP trials with the
feet resting on narrow transverse besms, the Subjects switched from a postural
response involving predominantly snkle motions (ankle strategy) to one involv~
ing predominantly hip motions (hip strategy). This strategy change was imple=-
mented Progressively over the course of approximately 5-20 trials, and this
multitrial adaptation process was also seen for the reverse change from beam
to footplate postural strategies.

Nashner and his colleagues have interpreted these data as being consist-~
ent with a modular synergy "conceptual model for the organization of postural

_adjustments® ‘s.g., Nashner, 1979, 1981; Nashner & Woolacott, 1979). Al=-

though admittedly in preliminary form, this hierarchical model proposes that
postural synergies are organized spinally a3 separate modular functic: genera-
tors, and are automatically triggered by correspondingly appropriate distinc~
tive features of Somatasensory (i.e., proprioceptive information related to
Joint angular rotations) inputs. Thus, for example, the AP sway synergy mod-
ule is activated in proportion to ankle rotational input, while the vertical
suspensory synergy module is activated in proportion to knz2e rotational input,
and inhibition of the 3way module by the suspensory module i3 provided to pre-
vent simultaneous activation of both synergies. Such a system provides a rea-
sonable account of the automatic first trial postural responses described
above, Additionally, supraspinal processes are assumed to modulate the in-
put —ouiput relationstips of the peripheral synergy modules in order to main-
tain postural stability using posturally relevant knowledge of results (e.g.,
sensory conflict beti.cen somatosensory and vestibular 3sources of information
concerning the body‘s orientation relative to the—support Lase and the line of
gravity). Such supraspinally contr¢lled modulation effects are presumed to
oceur relatively slowly, and are posited to underly the multitrial postural
adaptation phencmena described above.

Task dynamics offers an attractive alternative to this hierarchical m»du-~
lar synergy approach. In the modular approach, synergies are canonically
represented a3 stored sutput patterns, and are triggered Ly corresponding dis-
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tinctive features of somatosensory inputs. When the problem of postural con-
trol is formulated in task dynamic terms, however, synergies npeed not be
canonically represented anywhere; rather, synergistic patterns of muscle
activity may be viewed as emergent properties of the task dynamically orgen-
ized postural system. In this latter view, one may definc a postural task
space (see Figure 15A) in the following way, using postural control only in
the sagittal plane for purposes of jillustrative simplicity. This task space
is modeled as a two~dimensional point attractor for which: a) the terminal
device is the body's center of mass and is represented as a point mass with
mass n;.i equal to total body mass {(note that, unlike earlier examples, this
termindl device cannot in general be associated with a particular point on the
linkage); b) axis t, is defined parallel to the line of gravity and axis
t,; is defined normal to to; the t.t, origin is defined by the target
location of the mass center, which coincides with the mass center’s jipitial
locaticn (assuming a corresponding posturally stable initial body configura-
tion). The task space equations of motions are:

1]

mrty + bryby + kpgbq = 0 (26a)

"T.iz + b'[zig + szf-g =z 0, where {26b)

the damping and stiffness parameters define point attractor topologies along
each task axis. Gravity does not appear explicitly in (26b) since t
denotes displacement from the statically stable vertical position of the tasE
mass in the grav ationz field. In other words, r.2 = t,t
- ( g/sz). where "'2' corresponds to the statically stable "verticaf"
position of the task mass in the absence of gravity, and g denotes the
acceleration due to gravity. In matrix form these eguations become:

HTg + BTQ + KT!‘ =0 (27)

The pattern of task spatial dynamic parameters in (27) may be transformed
into body spatial form with reference to a coordinate System whose origin
coincides with the center of the support base. The spatial relationships be-
tween *ask space and body space are illustrated in Figure 15B ip which: a)
the x, axis is defined along the anteroposterior line between the rear and
front edges (denoted by open squares) of the support base, which is defined by
the contact areas between the feet and ground surface; b) the X, axis is
defined normal to X. at the midpoint of the support base; c) the relative
orientation between 1aak and body space is defined bY the angle 0; and d) the
location of the task space origin in body space coordinates is defined by
X . It should be noted that both ® and X  are defined by the ocurrent
p85t.ura1 configuration, which is assumed to b% statically stable, i.e., the
projection of the inittal location of the center of mass (task space origin)
along the line of gravity will fall within the bourdaries of the support base.
In this regard, the task dynamic approach to vertical posture control is simi-
lar to the model proposed by Litvintsev (1972), who stated that it is likely
that "the essential role in egquilibrium maintenance is ,layed by a mechanism
which organizes muscular control at the various Jjoiats by parameters
characterizing the general body position...{p. 590),"™ and that "the magnitude
and the rate of deviation of the weight center projection on the support plane
are input parameters for this mechanism (p. 598)." Finally, it shoild be noted
that: a) in most daily activities we stand ¢9 horizontal surfaces and O
thereby usually assumes a value of zerc (Figure 15C); and b) the body spatial
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Figure 15. Postural maintenance task: A. Task space; B. Tody space. Open
boxes represent front and back edges of support base (feet).
Orientation angle, @, between task 3nd body space is nonzero;
Z. Body space. @ is zero, representing parallel orientation of

t.‘ and Xy D. Postural effector system.
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equations of motion derived from (27) have the zame form as equation (6) in
our earlier discrete reaching example.

The body spatial pattern of dynamic parameters may be transformed into an
equivalent task network expression based on the joint variables of a (simpli-
fied) four-segment (foot, shank, thigh, torso), three-joint (ankle, knee, hip)
effector system (Figure 15D). This task network equation has the same general
form as the discrete reaching equation (8), except that the postural task pet-—
work involves three joints (not two joints), and two spatial variables, defin-
ing thereby & redundant task-articulator situation {(see footnote 7) and hence
requiring the wuse of the Jacobian pseudoinverse, J+, or weighted
pseudoinverse, J%,

In the task dynamic framework, it is evident that consistent synergistie
patterns of postural responses will occur in response to given types of
destabilizing inputs. If a - task network i3 established according to an
acceurate evaluation of theo spatial relationships between task and body space,
these postural responses will be stabilizing and compensatory. Further, they
will be "immediately" accurate since they depend only upon the current limb
state and the (accurately tuned) task network. In other words, synergistic
responses emerge from the (tuned) postural system's underlying task dynamic
organization; there is no need to invoke the notion of access to and trigger-
ing of stored canonical synergy output programs. However, the postural system
can be fooled into establishing an improperly tuned task network based either
on an inappropriate evaluaiion of the task-body space geometric relationship,
or on the use of an inappropriate weighting strategy for the joints in the
(redundant) postural effector system. In the former case, for example, a se-
ries of trials involving AP translation perturbations requires tuning @ = 0,
since the support base is horizontal throughout the trials. If a direet rota-
tion perturbation is unexpectedly introduced, this setting is no longer valid
and the task network will shape postural responses that are ifappropriate and
destabi lizing for the new task-body space geometry. Adaptive responses to di-
rect rotation perturbations require setting © = ‘1 {where &, = aukle an-
gle) in order to tune the task network appropriately. Apparently. this sort
of retuning process does not occur instaptaneously, but requires 3-5 trials as
discussed earlier.

In the case of tunings related to effector system weighting strategies,
it appears that an efficient strategy for dealing with AP translation pertur-
bations of the foot plates is an ankle-predominant one when the feet rest
directly on the plates, but a hip-predominant one when the feet rest on narrow
beams. These strategies would serve to tune differentially the weigh.ing
matrices for the task network {(via the weighted pseudoinverse, J%) according
to the current support surface configuration. If the support surface context
is changed, say, from plate to beam support, :hen the ankle-weighted J®* used
for the plate context will be inappropriate for {or less efficient than) the
new beam context. Apparently, adaptively retuning J¥ to reflect a hip predom-
inant strategy (and vice versa for hip to ankle strategy retuning) requires
approximately 5-20 trials as discussed ear’ier.

B. Rest angle trajectories; Network coupling
1. Rest angles: final position control, trajectory formation. It was

noted above (in the Topology and Dynamics section), that discrete target
acquisition tasks in one degree of freedom systems (e.g., at the elbow joint)
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were observed to display properties homologous to damped mass-spring systems
by several investigators (e.g., Cooke, 1980; Fel'dman, 19665 Kelso, 1977;
Polit & Bizzi, 1978; Schmidt & McGown, 1980) and had been modeled, essential-
ly, as point attractors in an articulator dynamic sense, requiring only the
setting of the final or target rést angle parameter (but see footnote 4).
According to the so-called "final posjition control®™ hypothesis (e.g., Bizzi,
Accornero, Chapple, & Hogan, 1981; Kelso & dolt, 1980; Sakitt, 1980), the
relative levels of neural activation of -he spring-like agonist and antagonist
miscle groups at a Joint

define an equilibrium point between two opposing length-tension
curves and consegquently a Jjoint angle. It has been suggested that
the transition from a given position to another may cccur whenever
the CNS (central nervous system) generates a signal shifting the
equilibrium point between the two muscles by selecting a new pair of
length-tension curves (Bizzi et al., 1981).

According to this schema, movements are, at the simplest level,
transitions in posture, This simple idea i$s attractive because the
details of the mcvement trajectory will be determined by the” iner-
tial and visco-elastic properties of muscles and ligaments around
the Jjoint (ibid),

However, as we discussed above (Section III), such an articulator-dynamic
control scheme breaks down when more complex miltijoint tasks are considered
(see also footnote 4). Further, even for single degree of freedom positioning
tasks, the final position control hypothesis may be incomplete, Bizzi and his
colleagues (Bizzi & Abend, 1982; Bizzi et al., 1981; Bizzi, Accornero, Chap-
ple, & Hogan, 1982; Bizzi, Chapple, & Hogan, 1982), for example, have Sug-
gested that the rest angle trajectory is controlled in addition to final posi-
tion. Thus, the final position control hypothesis predicts that €lbow move~-
ments result from rapid shifts to target equilibrium points and that,
consequently, steady state egquilibrium positions would be aohieved after a de-
lay from muscle activity onset due Solely to the dynamics of muscle activa=-
tion. Bizzi, Chapple, and Hogan (1982) offer a "slowest case" approximation
of 150 m® for the time taken by the net muscle force to rise within a few per-
cent of its final value, In fact; however, these investigators showed that
for movements of at least 600 ms in duration, the mechanical expression of al-
pha motoneuronal activity reached steady state only after at least 400 ms had
passed following the onset of muscle activity., Consequently, it appears that
the centrally generated rest angle signal gradually changes during the move-
ment, even in deafferented monkeys, such that the alpha motoneuronal aciivity
defines ™ series of equilibrium positions, which constitute a trajectory
whose end point is the desired final position®™ (ibid). Finally, it should be
noted that Bizzi et gal, (1981) interpret their observations as implying the
existence of trajectory plans or programs to account for the observed time
courses of rest angle movement as well as the final rest angle position.

The control law version of task dynamics is unable to account for these
data for two reasons. First, there is no paramete- corresponding to rest an-
gle in the single degree of freedom case or rest configuration in the mil-
ti-degree of freedom case. JSecond, the control law version assumes that @ and
Q (real arm state) are perceived proprioceptively, that € and g (model arm

state) equal the real arm’s state, and that control laws are specified accord-
ing to the currently perceived real arm's state. 1In the "deafferented" case,

a8 €1£;
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in which the current @ and @ are unavailable, the control laws are undefined
and (coordinated) motion is not possible. Given the above "trajectory forma~-
tion" data of Bizzi and colleagues, if task dynamics is to be applied in these
situations, tke control law version must be amended to generate coordinated
movements in deafferented preparations and to include a rest configuration pa~
rameter {which, of course, must evolve autonomously during the movement
according to task-dynamic constraints). Although in preliminary form, we be-
lieve a network coupling version of task dynzmics satisfies these requirements
and provides a more biologically plausible task dynamic account of Skilled
movement s.

2. WNetwork Coupling. The network coupling method {outlined in Figure
16) involves shaping articulator dynamics according to task-specific dynamical
constraints and may closely approximate a biological style of coordination and
regulation. Briefly, the network coupling method involves interpreting the
observed skilled motion of an.effector sysiem to be the observable "output™ of
an articulator network that comprises, however, only one half of a task
specific action system. The complete action system consists of the mutually
or bidirectionally coupled task {output variables: g, §.'§. etc.) and articu~
lator (output variables: 9, O, 8, etc.) networks. Thus, for the multidegree
of freedom discrete reaching task described earlier, this method involves: a)
treating the task network defined in equation 8 as a system for intrinsic pat-
tern generation that is specified for a given task and actor-environment con-—
text, and that does not require peripheral input for its operation; b) defin-
ing the articulator network corresponding to an actual arm by the following
version of egquation (11):

s | » “ * o1 -4
S+ MS,00 « MyB@ + MyKya0 « MYy =0 (28)

g

. Task Neiwork [

(@)

Control 2 :9-9‘,@) D
Laws - f
22 T 2)
KA’GBA"&Q' & AB
L o

Articulator Network

. (9)

Figure 16, Overview of information flow in network coupling version of task
dynamics.
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and c) using the task network to both actuate and modulate the articulator
network, while using the articulator network to modulate the task network.

More specifically, the network coupling method begins by using the g out-
put of the task network as the @, input ("rest configuration,” i.e., @,= g)
for the articulator network. However, since the task and articulator networks
are potentially independent, one cannot simply assume ideniical task and arm
network states (as in the control law approach). Rather,'we make the less
stringent assumption that real arm and model arm states are "close," i.e.,
that @ = ¢ =49 and @ -~ § = 49 are "small." Therefore, the constraint rela-
tionships for B, K,, and T 4 are defined in a more approximate sense
than those in equation (13) (see“Appendix C for details):

3

By = My0” MgBpdllg (29a)
R T

KA = [HAJ HBKBJ]'Q°=Q (29)
-1

Taa= My V-5y31g g (29¢)

These sets of "driving" constraints (9°=£) and "modulating" constraints {(equa-
tions 29) comprise *he "efferent™ aspect of our coupled-network action system.
With these constraints, the articulator network becomes (statically) stable
about the current .rest configuration, with atit‘f‘ ess and damping prqpertiea
defined relative to task space axis directions.

However, a coupled«network action system involves bi-directional coupling
and hence an "afferent" aspect as well. This pattern of afferentation serves
to modulate the activity of the task network on the basis of ™oth relative an-
gular displacement (A = ¢-Q) and relative angular velocity (A8 = § - g) cou-
pling terms defined by <46 and ng, respectively, where of and B are constant
scalar coupling coefficients. This type of coupling, which is proportional to
differences between corresponding sets of state variables, 1s called diffusive
coupling (e.g» Rand & Holmes, 1980). The modulaced task network is then de-
derit 2d by the following amended version of equation (8):

L " . -~ ‘1 - - .
6+ 0"WgB 08 w0 Mgk ax(g) + SIVEy +ad +Pag = 9, (30)

L

where by assumption ¢ and A8 are assumed "Small." The effects of these cou=
pling terms on system behavior are to reduce the size of 4¢(= ~49) viaoad
coupling and to reduce the size of gg' via Pg§ coupling, thereby promoting an
in-phase (vs. anti-phase) one~to-one relationship between real and model arm
motions. It should be noted that equation (30) reverts to equation (8) when

A9 and 46 equal zero (i.e., there is perfect mutual tracking of the real and

model arms) or when the afferent coupling is disengaged (i.e., peripheral
feedback is eliminated and the system is "deafferented") by setting o€ and B to
zero. Further, one should note that, even when deafferented, the model arm is
governed by the task network equation (30) and hence @ is capable of
coordinated (although probably degraded) motion due to "internal feedback" of
the model arm's current state within the task network. Here, internal feed-
back is used in the sense of Evarts (1971) to indicate information "arising
from structures within the nervous system" as opposed to peripheral informa-
tion from proprioceptive sources in the (real) limbs. Finally, although the
operation of t“e coupled action 3ystem involves regulating 4¢(=~49) and
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4#(==40) to be "small," this is not solely a function of @-position control
requirements per se but also serves to validate the "small" relative displace-
ment and velocity assumptions used for the real arm control matrices specified
in relationship (29).

In summary, the network coupling version of task dynamics may provide a
more biologically relevant sensorimotor control scheme than does the control
law version. For single degree of freedom positioning tasks, it provides a
rational account of the centrally specified rest angle's trajectory for these
tasks without needing to invoke an explicitly preplanned representation of
that trajectory. Rather, the rest angle trajectory evolves, even in the
deafferented case, as an ongoing function of the underlying task dynamics.
Similariy, when applied to discrete planar reaching tasks of 2-joint arms, the
rest configuration trajectory will evolve so that the hand should move in a
quasi-straight-line from initial to final position. Finally, when applied to
cyclic spatial movements of a multijoint arm, the network coupling approach
shares certain features with recent work on locomotion {cf. Grillmer, 1981,
for review). Investigators in this field assume the existence of innate,
endogenous, cellular networks that are: a) capable of driving the limbs
according %o the locomotor task without requiring peripheral information; yet
b) can be mocdulated«-in phase dependent ways~-by this same peripheral input
{e.g., Forssberg, Grillner, & Rossignol, 1975). Task networks may be
interpreted a3 the abstract, learned analogs of such concretely defined,
innate networks. Thus, from a task dynamic perspective, the origins of task
networks lie in the active discovery and specification processes that occur
during skiil learning. Once acquired, their operation i3 tailored to {(tuned
by) cur.ently perceived task demands and the actor-environment spatial con~-
text.
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Appendix & (Equation 7)

The body spatial- variables (x, 4, %).of equation (6) are transformed into
the joint variables (g, 6, &) or a massless arm model using the following’
kinematic relationships:

~ x = x(g) (A1) o
x = J(d)é (A2) -
X = J(g)8 + (dI(g)/dt)é (a3)
® J(!)E + V(g}ép, where
5(9) = the zurrent body spatial position vector of the terminal device ex-
pressed as a function of the cuirent model arm configuraticon;
ép = 187, 8186, B;JT, the current Jjoint velocity product t:ator;
J(4) = the Jac<.ran transform matrix;
* | (1,cos6, + 1,cos(é,+ &,) 1,cot($4e d5)
H
(lTsindl + lzsin(d1 + 62) lzsin(d1 + 62}
V(g) = a matrix resulting from rearranging the terms of the expressic.:
(dJ(g)/dt)g in order to segregate the joint velocity products into a sin- v
gle vector §p;
= - -‘:I - - »
. = |(~1,sind; < 1,8in(é; + &,)) 2128$p(d1 + d,) ~1,8in(é; + 4,0 .
at ( 1,cosé; + 1l,cos(d, + 62) 21,cos(6, + ‘2) 1cos(é, + 62)

Making these substitutions into (6) and rearranging, we get equation (7):

Mgl & + BgJ8 « Kgax(g) = -MyVd, (A4}, (T}

It should be noted that since 4x in equation (6) is not assumed "small,”
the differential approximation ¢x = J(g)dd is not justified and, therefore,
equation (A1) was used instead for the kinematic displacement transforwation
into model arm variables.

46




s - x

Saltzman & Kelso: Skiiled Actions: A Task Dynamic Approach

Appendix B (EqQuation 9)

One may derive using a Lagrangian analysis (see, for example, Saltzman,
1979, for details) the passive mechanical ‘equations of motion for the 2-seg-
ment arm (frictionless, no gravity) described in the text:

MS + sﬁgp = 0, where an, (9
MA = MA(Q). the 2x2 écceleration sensitivity matrix with elements
qi » where
J
.011 = mz(lﬁ + (1/3)13 + 1112c030b) + m1t1/3)1:
2
q12 = mz((1/3)12 + (1/2)111200302)
91 = 2

SA = SA(Q). a 2x3 wmatrix with elements s resulting from
rearranging the terms of the coriolis and cent%ipetal torque terms
in order, to segregate the joint velocity products into a single

vector Ep’ where

"

21 % 78938 35 = 0i 853 =0

Appendix € (Equation 15}

I} K,. We begir with the expression ﬁ:KAeglg =g from eguation (11),
Since we assume that 4@ is ™small," we are justifiéﬁ in making the differen~
tial approximation:

A A el
[MAKAQQ}IQO- [MAKAJ ggllgo, where (c1)

z 5(9) - x(8 ) cenotes the differential body space displacement between

the terminal devices of the real (articulator network) and model (task net-

=1 -1
work) arms, and (MK, J ]|  denotes the articulator stiffness pat-
~0

tern governing the real arms's responses to small displacements about 5120 =
g). T /

The body spatial stiffness responses of the model arm specified by task
dynamics for (possiply) large scale displacements gax(g) = x(g) ~ %, from the

’reaqhing target x_ are governed by the spatial restoring force term

{3"

and real (8) arm configurations are "close," we compare the stiffness expres-—
sions and define the following constraint relationship:

) -1.:1
Ky = (M,J MBKBJNEo=g ’ (c2) ‘ .
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This relationship specifies that stiffness responses of the real arm to small
49 perturbations will be defined according to task space axis directions and
task space stiffness weightings.

II) B,, T, . 4ssuuing that both 49 and 49 are "small," one may use sgua-
tions 5(8) afd Lilb) to define the following constraint relationships:

= (0 ) » and
B, = (M,J el 3 an (c3)
Tha = (M9 "’Snllgozfp (c4)
]
9
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Footnotes

1An effector System i3 the set of limb Segments or Speech organs used
in a given actioni a terminal device or end effector i3 the part of a con-
trolled effector system that is directly related to the goal of a performed
action. Thus, in a reaching task, the hand i3 the terminal device and the arm
is the effector system; in a cup-to-mouth task, the grasped cup i3 the termi-
nal device and the hand-arm 3ystem i3 the effector system; in a Steady state
vowel production task, the tongue body surface is the terminal device and the
jaw-tongue system is the effector system.

2Different. systems may have different types cf escapemenis. For exam-
ple, van der Pol and Rayleigh oscillators have related e3capement terms that
are continuous functions of the systems' states; the pendulum clock's escape-
ment term i3 a discontinuous function of the system's state, injecting a pulse
of energy at one or twe discrete points in the cycle.

3For a task in which an arm is nonredundant, the pumber of controlled
spatial variables for the terminal device is equal to the number of controlled
joint angular variables for the arm. Hence tiie inverse kinematic transforma-
tion from spatial motions of the terminal device to corresponding arm joiqt
angular motions i3 determinate. For a task in which the pumber of joint vari-
ables eXceeds the npumber of spatial variables, this transformation is
indeterminate and the arm is redundant. For redvndant arms, one may Specify
the inverse kinematic transformation by: a) "™freezing™ the extra joints in
the arm; b) adding ertra controlled 3Spatial variables to the task descrip-
tion; or c) specifying optimality criteria to be satisfied for the joint
variables during the movement.

llIndeed. herein lies an important difference between the various ver-
sions of the mass-spring model {or equilibrium point hypothesis for discrete
targeting behavior). In one widesprecd view that is restricted tc singie de-
gree of freedom motions, muscles are represented by a pair of springs acting
acress a hinge in the : gonist-antagonist configuration. The final equilibrium
point i3 established I selecting a set of length-tension properties in oppos-
ing muscles f{e.g., Bi.c.i, 1950; Cooke, 1980; Kelso, 1977). Thiz view, at
best, may work for deafferented’ muscle, but, as pointed out by Fel’dman and
Latash (1982, p. 178) it is inadequate for muscles in natural conditions.
Moreover, as we have taken pains to point out, it does not work for complex,
miltivariable tasks. An alternative view, which we elaborate upun here, is
that the parallel between a sSingle musecle and a spring is not a ljiteral one.
Initezd, the mass-spring model i3 better viewed as a model of equifinality or
motor equivalence: it is this abstract functional property that particular
behaviers Share with a mass-spring system (Kelso, Holt, Kugler, & Turvey,
1980; Kelso & Saltzman, 1982). In short, the former, articulator dynamic
versicn is & hypothesis about a physiological mechanism whose S3hortcomings
have been noted {Bizzi, Accornero, Chapple, & Hogan, 1982; Fel 'dman & Latash,
1982). The latter, abstract dynamic version refers to a complex system, and
is a hypothesis about behavioral function.

5Current.ly, our task-dynamic formulation does not inzlude precision
force control tasks. It can be easily adapted for tasks that demand particu-~
lar motion patterns alung a surface and only approximate control of the force
exerted by the terminal device normal to the surface (e.g., polishing a car,
erasing a blackboard). The approach can also be adapted for precisicn force
control tasks, however, as demonstrated by Hogan and Cotter (1982).
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6Hason {1981; see also Raibert & Craig, 1981) has formalized a related
geometrical description for manipulator contact tasks in which different tasks
are characterized by distinct generalized surfaces in a constraint space. In
this taskespecific constraint space, the task degrees of freedom are parti-
tioned into those associated with either position or contact force control,
respectively, during performances of the associated task. Such an approach
requires, however, explicit task~ and context-specific position and force
trajectory plans for the task’s terminal device. In contrast, the task dynam-
ic approach requires no such explicit trajectory plans, due to the
task-specific dynamical topologies defined for the task-space degrees of free-
dom. In our formulation, then, task-appropriate terminal device trajectories
are emergent propertieés implicit in the corresponding underlying task-dynamic
organizations.

?In redundant task-articulator situations {see footnote 3), 1 s
not defined and the Jacobian pseudoinverse (J*) or weighted Jocobian
pseudoinverse (J%) may be used {(Benati et al., 1980; Klein & Huang, 1983
Whitney, 1972). Using J® provides an optimal weighted ®east squares solution
for the differential transformation from spatial to Jjoint motion variables.
If this weighting is task dependent, then J* would be both task- and
configuration-dependent. For example, if a three-joint arm i3 used to posi-
tion the fingertip in a spatially planar reaching task, different weightings
would correspond to different arm Joint motion Strategies. One weighting
~wight correspond to a predominantly shoulder motion strategy, while a second
weighting might specify a2 predominantly elbow motion strategy, etc. In such
cases, elements of the weighting matri~es used for the corresponding weighted
Jacobian pseudoinverses define a further set of tuning parameters for the task
network.

8&3 we demonstrate via simulation (in the Trajectory Shaping section)
in the case of our task space point attractor reaching example, it may be
possible to ignore the velocity product torque terms, and therefore omit ‘é
from equation (12), yet still arrive at the desired target via quasiestrai (4
line hand trajectories. In fact, reach trajectories generated without such
correction appear more similar to experimentally observed trajectories than
ones generated with "perfect™ velocity product torque correction.

9'l‘he desirability of using such Scaling coefficients was pointed out by
Mason (1931). In addition to using them to ensure dimensional homogeneity,
Mason showed that different values could be used to provide correspondingly
different weightings of rotational vs. linear aspects of task Performances.
However, since the task dynamic approach uses relative task axis stiffness
weightings for this purpose, the value of © was simply set to 1.0 in our
treatments.

1c’!"or task spaces not defined by point attractors along each task axis,
however, equation 29 will no longer hold. For example, if a given task has a
iimit eycle organization for one task axis, and therefore a nonlinear damping
term, the B, and hence B, matrices will reflect only the linear negative
part of this damping. If E;, were used in equation 2%, the articulator net-
work should bLé nighly unstable. In such cases, however, one might simply
choose B, to make the articulator network stable about go. given the X,
spocifiecﬁ in equation 2%.
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SPECULATIONS ON THE CONTROL OF FUNDAMENTAL FREQUENCY DECLINATION®

Carole E. Gelfer,+ Katherine . Harris,+ Rene Collier,++ and Thomas Baer

Introduction

It is generally assumed that, for read speech at least, the fundamental
frequency of the voice declines over the course of major syntactic
constituents. These units correspond to what has previously been termed the
"hreath group® (Lieberman, 1967; Lieterman, Sawashima, Harris, & Gay, 1970)
or "intonation group” {(Breckenridge, 1977), being marked on either end by a
pause and/or idspireétion. The general downdrift of Fy 18 exclusive of local
perturbations secondary to syllable prominence and segmental effects, and i3
probably best characterized by a steadily declining baseline upon which these
local movements are superimposed {(Cohen, Col..er, & t*Hart, 1992; Fujisaki &
Hirose, 1982).

Variations in subglottal pressure (P,) and cricothyroid (CT) muscle
activity are tnought to bear most directly on FO variation, although it has
been difficult to separate the CT's contribution to the global prosodic struc-
ture of an utterance from its involvem-nt in ongoing local adjustments. How-
ever, despiie these methodological problems, there has been little eviqence to
suggest a gradual decline in CT activity corresponding to that in FO Rath-
er, the CT’s most active involvement in intonation appears to be confined to
instances of local emphasis (e.g., Collier, 1975; Maeda, 1976). Subglottal
pressure, on the other hand, does exhibit a declinatlon of its own that at
least grossly mirrors the F, contour {(Atkinson, 1973; Collier, 1975; Lieber-
man, 1967; Maeda, 1976), ghus suggesting that F declination might be a
passive phenomenon. However, despite the apparent relationship between Ps and

attempts to establish a direct correlation between the two (Atkinson,
1873; Maeda, 1976) have been unsuccessful in that the drop in F0 exceeds the
3-7 Hz/cm-H,0 that a purely passive model would predict (Baer, 1979; Hixonm,
Klatt, & Medd, 1971; Ladefoged, 1963).

Some researchers have proposed that declination, and ine physiological
processes underlying it, is under active speaker control. This assumption de-
rives in part from observations of variations in some aspects of F0 as a fune-

*To appear in Vocal Fold Physiology: Physiology and Biophysics of Voice.

Proceedings of a Conference, University of Iowa, May 4, 1983. A version of
the paper was presented at the 105th Meeting of the Acoustical Society of
America, Cincinnati, Ohio, May 9-13, 1983,

+Also Graduate School, City University of HNew York.

++liniversity of Antwerp.
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tion of utterance length. C{ooper and Sorenson (1981), for example, found sig-
nificant, if not robust, increases in initial peak F. for progressively longer
utterances, while Breckenridge (1977) and Maeda EHQ?G) observed the total
amount of declination to be relativeiy constant under the same conditions.
HoWever, there i3 a large amount of data to suggest that final F_, values are
invariant despite changes in the length of utterances {(Boyce &qllenn, 19793
Cooper & Sorenson, 1981; Xutik, Cooper, & Boyce, 1983; maeda, 3976), initial
starting frequency (Liberman & Pierrehumbert, 1982}, or the insertion of de-~
pendent clauses such as parentheticals (Xutik et al.. 1983). What these re-
sults seem to suggest, then, is that, as an utterance increases in length, ei-
ther the total amount of declination increases or the rate of declire
decreases. However, it i3 pot entirely clear whether 1) these are mutually
exclusive aspects of F0 declination and 2} length~dependent variations in FO
necessarily refute the predictions of a passive model of declination and favor
theories involving elaborate speaker pre-planning.

The present study examined the F, declination, and some physiological
variables presumed to underlie it, under various linguistic conditions. Our
purpose was to elucidate further the relationships among thiese variables and
to speculate whether speakers exercise significant control over any or all of
them. ’

Methods

The subject was a pative speaker of Dutch who produced five repetitions
of Duteh utterances of three lengths: six, thirteen, and twenty syllables.
Mean utterance durations were 1.35, 2.065, and 3.02 seconds, respectively.
All three lengths had the first four syllables in common; for the longer
utterances, the first eight syllablies were identical {see Appendix}. Each
utterance typgzuas also produced in reiterant form, using either the syllable
/ma/ or /fa/. The purpose of employing reiterant speech was to neutralize
segmental effects while preserving overall intonation and syllable timing
(Larkey, 1983; Liberman & Streeter, 19v8). 1In addition, by using syllables
with expected differences in airflow requirements, the effect of these differ-
ences on subglottal pressure and, possibly, FO' could be assessed.

Foi* each iength condition, emphatic stress was placed either on the first
syllable receiving lexical stress (the secoad syllable in the utterance), the
last syllable receiving lexical stress (the penultimate syllable) or both. We
will refer to these as early, late, and double stress conditions, respective-
ly. 1In all, there were twenty-seven utterance types (3 phor:tic conditions x
3 stress conditions x 3 length conditions). All tokens were aligned to the
onset of the second vowel and averaied for each utterance.

The results were analyzed with :espect to the effects of utterance length
and syllable emphasis on initial Fo, P , LT, and respiratory activity, and the
magnitude and rate of decline in each of these variables over entire utter-
ances.

Subglottal pressure was recorded by means of a pressure transducer
inserted through the cricothyroid membrane into the trachea. Standard EMG
techniques were used to record from the cricothyrcid muscle (Harris, 1981).
Lung volume was inferred from the calibrated sum of thoracic and abdominal

signals from a Respitrace inductive plethysmograph, and FO was derived from

Y
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the output of an accelerometer attached to the pretracheal skin surface. A
cepstral technique was used to extract F0 from the signal. '

Results

Figure 1 shows Respitrace comparisons for each phonetic condition across
stress types for Length 2 utterances. Within utterances of a given phonetic
compusition (i.e., Duteh, /ma/ or /fa/), the rate of air expenditure appears
to remain constant within stress condition, as is obvious from the generally
parallel tracings. However, the peak inspiration varies inconsistently across
parallel sets. Thusz, it would seem that, on the respiratory level, local
variables such as the degree or place of emphasis were not reflected in the
air flow management of this speaker’s utterances.

Across phone“~ic conditions, however, airflow rates do differ, 28 is evi-
denced by the apparent differences ir the rate at which these curves decline.
The left-hand section of Figure 2 shows a comparison of the Respitrace curves
for each phonetic condition for early stress across three utterance lengths.
It appears that airflow rate for the /fa/ condition always exceeds that for
the /ma/ condition, while, for the Dutch, air aexpenditure is more variable.
The obvious question is whether these differences in airflow are reflected in
the pressure. From the corresponding subglottal pressure tracings on the
right of Figure 2, it can be seen that they are not. Furthermore, while local
segmental effects are apparent in the F_ curves, particularly for the’ Dutch
utterances, it is also apparent that, for the three comparisons mace at each
length, a single line could characterize the decline of subglottal pressure,
despite . the variations in phonetic composition and concomitant airflow
characteristies.

Because of the demonstrated uniformity of P_ across phonetic conditions,
the remaindzr of this paper will focus on the analysis of the reiterant /ma/
vtterances on the a-sumption that they are at least generally representative
or normal speech.

Table 1
Peak inspiration (left) and total inspiration (right), in liters, for the
three length conditions across all stress types.
Peak Inspiration Amount Inspiration

(liters) (liters)

Early Double Late Mean Early Double Late Mean

Length 1 3.83 4.06 5,056 3,98 .85 .93 1.17 .98
Length 2 4,1 4,35 4,12 4.19 .99 1,36 1.11 1,15
Length 3 4,23 4,16 .09 5.16 1.41 1.67 1.26 1.43
Mean 4,05 4,19 4,09 1.08 1.3 1.18
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Figure 1, Comparison of Respitrace curves for Length 2 utterances across all
stress types shown for each of the three phonetic conditions.
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Figure 2. Corresponding Respitrace {left) and subglottal pressure {(right)
curves for the early stress condition across the three phonetic
conditions. Comparisons are shown for each utterance length.
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Figure 3 again shows Respitrace curves for each stress type across the
three utterance lengths. It can be seen that there are no visually signif-
icant differences in the rate of-expiration nor evidence of systematic adjust~
ments 19 peak inspiration as a function of anticipated length. It i3 the
case, though, that the depth of inspiration {with the exception of one utter~
ance type) appears to be adjusted according to utterance-length. This is evi-
dent from the values in Tacle 1, which shows both the point. of peak inspira~
tion and the amount of inspiration {calculated by subtracting the preceding
valley from the peak) for each utterance. However, because the experiment was
designed in such a way that all tokens of a particular stress type were pro-
duced in blocks of utterances of increasing length, it is impossible to deter-

" mine the significance of this finding. In other words, because Length 3 tow

kens were always preceded by tokens of the same length or, in one instance, by .
the 1last token of the shorter length utterance, inspiration necessarily began
at a point lower in this speaker’s vital capacity than, for example, Length 2
tokens, which could have only been preceded by tokens of the same length or
shorter. Thus, we are unable to determine whether the increase in the depth
of inspiration as a function of length represents an artifact of experimental
design or evidence of anticipated pulmonary requirements. Overall, the
Respitrace data fail to demonstrate conclusively the manner or extent to which
this speaker makes prephonatory adjustments of this kind under the various
conditions. However~, in light of the otherwise uniform nature of these
Respitrace curves, and the absence of any obvious relationship with the
subglottal pressure, their influence on the ultimate t:ajectory of fundamental
frequency declination appears questionable.

Figure 4 depicts the F, contours for the three stress conditions for each
utterance length. These contours probably represent what has been .termed
"baseline declination™ in a3 pure a form as possible in that significant seg-
mental effects are ahsent., For the early and double stress conditions, there
is an obvious peak associated with every emphatic syllable, and a consistent
initial peak height difference as a funetion of utterance length. However, F
does not decline steadily from these peaks. Rather, there is a rapid drop in
frequency to a poirt from which F_. then begins a steady decline. While the
time course of this initial plunge 93 constant across lengths, despite differ-
ences in peak height, the points from which the slow decline begins for each
length are not, bearing instead the same relationship as the initial peaks.
This relationship appears to be maintained throughout the course of at least
the longer utterances, although they appear to decline in parallel. In the
absence of early emphasis in the late stress condition, the' F, peaks occur up-
on initiation of the utterance and are thus displaced in time relative to the
second =yllable peaks in the former two conditions. Furthermore, the decline
of F. from these peaks is far more gradual and less strikingly parallel. How=
ever, it is of some interest £0 note that the relationship of these nonemphat-
ic initial peaks across lengths is the same a3 for their emphatic
counterparts.

Figure 5 sho;s the ccrresponding subglottal pressure tracings. It can be
seen that the same general tendencies prevail. That i3, there i3 an effect of

“utterance length on the initial peak pressure and a relatively rapid initial

pressure drop into a more-sr-less parallel and steadily declining function for
the longer utterancea. Again, the peaks occur earliier in the late S3tress
utterances and the initial pressure drop i3 less rapid.

If the F, and P_ tracings are examined in parallel, it becomes apparent
that there is a point in time, following the initial peaks, after which the

décline in FO almost mirrors that of Ps' However, the parallelism is less
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Figure 3. Respitrace curves for reiterant /ma/ utterances across lengths.
Comparisons are shown for each stress condition.
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obviovs for the earlier portions of early and double stress utterances, since
the most rapid drop in Pa is far more gradual than that for Fo.

Figur+ 6 shows CT activity across lengths for the three stress <zondi-
tions. The overall CT pattern differs from those of P_ and F, in that, al=-
though inherentiy noisy, CT activity appears to be relati%ely binary in utter-
ances of this form. Taere are significant increases in CT occurring for ini-
tial syllables, whether stressed or not, and for all final stressed syllables,
which in this figure are marked in the double and late stress conditions
according to their respective lengths. CT activity during the early: portion
of these utterance is characterized by double peaks whose timing is identical
scross stress types, but whose relative magnitudes differ with stress type,
corresponding to the placement of the Ps and Fh peaks. The double peaks
egssociated with the final stressed syllables of Lengths 2 and 3, however, are
the result of averaging events that are distant from the line=up point in to=-
kens of slightly unequal lengths, and are not characteristic of CT activity
for final stress peaks.

In order to examine the effect of anticipated length on the initial por-
tions of utterances, we compared initial peak values of CT, Ps’ and F,. for
each stress type across lengths. It should be recalled that™ the indtial
utterance peaks for P_ and F, in the late stress condition were displaced rel-
ative to those with 3ar1y and double 3tress, while the timing of the CT peaks
remained constant irrespective of stress type. In the interest of consisten-
ey, then, the values reported here for P_ and F, in the late stress condition
are those that correspond in time to the Beaka for the other two stress condi-
tions and, thus, actually represent values on the declining portion of these
curves. The results are shown in Table 2. It can be seen that a consistent
effect of sentence length obt%ina for every stress condition for all physio-
logical and acoustic measures. .

If the corresponding FU and CT curves are examined in parallel, there ap-
pears to be a clese correspondence between the time course of the CT suppres-
sion and the point at which F_. begins its steadiest decline. We would thus
hypothesize that the combined activity of CT and Pa accounts for the behavior
of Fo near peaks, but not during the period of FU slow decline. We
acknowledge, of course, tkat the activily of a number of muscles, not moni-
tored in this study, may also have causal effects on Fo.

4

Assuming, then, that CT plays little or no active role in Fo declination,
we examined the relationship between P_ and F, in two different ways. First,
the amount of drop in F_ and P_ was cafculateg between the point at which the
CT activity ceased and the end Of the utterance in the early stress condition,
and between CT cessation and the minimum values just preceding the last peak
in the double and late stress conditions. In the seccad analysis, we used the
average duration of Length 1 of the early stress utterances as a fixed end-
point and determined the ampunt and rate of Fo and P_ decline between the off-
set of CT activity and this fixed endpoint for all ufterances.

The offse* of CT activity was defined as the time at which the EMG output
{measured in microvolts) dropped to and remained below a level equivalent to
the baseline plus 10% of the peak level. These analyses wére not performed on
Length 1 of the double and late stress conditions. In the former condition,
the interval between CT offset for the first peak and CT onset for the second
was too short. In the latter condition, CT activity was never consistently
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Table 2

Initial peak measurements of cricothyroid activity, subglottal pressure, and -

fundamental frequency for the three length conditions across stress types. P

and F. values for the late stress condition do not represent absolute pea
values (see text).

Initial Peak Values

Early Double Late Mean
.ength 1 202 273 159 211
CcT Length 2 296 2717 169 247 Cricothyroid
Length 3 310 in 189 277 {u?¥)
Mean 269 294 172
Length 1 8.3 9.9 7.3 8.4 Subglottal
Ps Length 2 9.7 10.7 7.4 9.3 Pressure
Length 3 9.9 11.3 8.2 9.8 (cm-Hzo)
Mean 9.3 10.6 7.6
Length 1 135 137 102 125 Fundamental
FO Length 2 141 143 111 132 Frequency
Lengtn 3 166 158 124 149 (Hz)
Mean 147 146 112
Table 3

Analyses of rate of decline in F, and P_ across lengths for each stress condLT
tion, calculated for (1) the interval ffom the point of CT offset to P_ minima
(variable interval) and (2) the interval from the point of CT'off;Lt to a
fixed endpoint corresponding to the average duration of Length 1 of the Early
stress condition (constant interval). The frequency-to-pressure ratios are
also shown for each analysis.

ANALYSIS 1 ANALYSIS 2
Fo Ps Fo/ps  FO Ps Fo/P3
Length 1 22.21 3.94 5.64 22.21 3.94 5.64
Early Length 2 14.39 2.47 5.83 19,7 3.73 5.28
* Length 3 7.03 1.07 6.57 17.42 3.95 5.2
Length 1 - - - - - - .
Double Length 2 15.37 2.38 £.U46 22,52 4,12 547
Letgth 3 10.76 1.36 7.91 19.75 3.4 5.66
Length 1 - - - - - -
Late Lengeh 2 20.79 2.57 8.09 17.32° 2.61 6.54
Length 3 16.85 1.56 10.8 35.22 3.52 10.01

"
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suppressed, so that an offset time could not be olLtained. Furthermore, in
both cases the designated interval for the second analysis extended into the
final stress peak. These analyses were pertormed on a token-by-token basis in
order to accommodate variability in the timing of CT activity.

Table 3 shows the results ol both analyses in terms of F, slope {Hz/sec),
Pa slope (cm-H,0/secf, znd the frequency-to-pressure ratio (Hz/cm-ﬂzo). Look-
ing first at tﬁe ratios from both analyses, it should be noted that six of the
seven values from Analysis 2 fall within the acceptable range c¢f 3=7
Hz/cm=H,0, while only four of the seven values from Analysis 1 fall within
this range. However, even those values that fall outside the range a-:
considerably lower than those reported when the effect. of CT and possib.y
other muscle activity are not nocutralized (see Maeda, 1976). Thus, a passive
mechanism whereby F, declination is determined by a steadily falling subglote-
tal pressure should reconsidered.

Discussion

As for the influence of utterance length on the slope of Fo and P
change, the results of Analysis 1 show a substantial decrease in the rate ©
change with increasing length. This effect has been observed in previous
studies and assumed to represent high level preplanning whereby certain physi-
cal aspects are represented in a speaker's utterance plan. However, when
slope is ::alcalated over fixed portions of these same utterunces, as in Analy-
sis 2, the length effect observed in Analysis 1.is substantially le3ssened;
demonstrating 8 more constant rate of decline across lengths. (For Length 3
of the late stress condition, there is probably some peculiarity in the data,
particularly for F..)} The results of the latter analysis furcvher suggest that
neither F. nor P_"decline at a8 constant rate across an entire utterance. If
they did, we wolld expect the slopes to be identical over any portion of a
given utterance, despite its length. However, the results of Analysis 1
demonstrate that this is not the case. It appears that, .with the obvious
exception of the late stress utterances, the rate of decline in Ps and Fo is
greatest earlier in an utterance, as is indicated by the steeper slopes in the
second analysis, and that these <=urves would be best characterized by an
exponential function. Thus, the apparent "length effect™ that we and others
observe when slope is calculated over an entire utterance can probably be
attributed to che nonlinear nature of F, declination and not to elaborate
precalculations or ongoing reorganization on the basis of utterance to length.
Our data substantiate the claims of Liberman and Pierrehumbert (1982) that the
F. contour gradually approzches an asymptotic value, as well as Maeda's find-
ing that the latter portion of some utterances may not show any evicdence of

declination. .o

] b

The systematic ac, 'stments in peak Fo'suggest that, on some level, this
speaker does take sentence lengtb into account. However, these peaks do ant
appear to influence the trajeccory of the total declination contour. Rather,
*heir influence. appears to be limited to their immediate vicinity, probably
including thr frequency from which declina*ion actually begins. However, the
latter is probably a function of temporal constraints whereby, ip a fixed
amount of time, the frequency to which F, falls is a function of the frequency
from which it starts. Thus, whatever Qts purpose, manipulating peak height
does pot appear to be essential to the realization of declination, pe, se.
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In summary, we have found that, for reiterant utterances composed of
voiced continuants, where normal segmental adjustments were presumed to be
neutralized, CT activity was prominent in instances of emphatic syllable
stress, and relatively inactive elsewhere. Subglottal pressure, on the other
hand, showed a gradual decline before and/or after stress peaks and was
paralleled by a falling fundamental frequency. Thus, while We cannot rule out
effects such as vocal fold relaxation on F and P_ during these intervals, the
data do 3uggest that, whe-e (T activity 13 neglfﬁible. FO declination can be
accounted for on the hasis of a falling Ps alone.

Our conclusions at this point must be tentative for two reasons: First,
because we have anlayzed the data of only one subject and Second, because
there are inconsistencies between the late 3tress utterances and the other two
stress conditions. However, we believe there are strong indications that
declination may be the province of low-level processes such that variations in
certain aspects of F, are the result, not of high-level (i.e. cognitive-
ly-generated) planning processes, but of the intrinsic behavioral properties
of underlying physiologizal systems.
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Footnotes

1This should not be interpreted as meaning that there is not a gradual
relaxation of the muscle, bhut that the EMG activity associated with
cricothyroid contraction does not appear to lessen gradually over the course
of an utterance,

2The durations of the reiterant utterances are, on average, somewhat
longer than the corresponding Dutch due to the intrinsic duration of /a/
and /or the inadvertent addition of extra syllables, Those tokens for which .
the latter was evident were still included in all analyses on the assumption
that the speaker's intention was to produce an utterance of a given duration,
&0 that any length-dependent adjustments would be identical.

3As used here, peak inspiration corresponds to the maximum amplitude of
the output signal of the Respitrace immediately preceding the onset of speech.
Becaus. of the built~in filter characteristics of the Respitrace, however,
this point may not represent actual peak inspiration. Furthermore, baseline
drift and positional changes may introduce artifact into the signal as well.
Therefore, peak inspiration measures should be interpeted with caution.

4 .
The actual peak values for P_ and F_ for the late ztress condition evi-~
dence a similar length effect. sl“ney are, in order of increasing length:

Po: 7.9, 8.1, 9.0; Fg: 113, 119, 139,

‘y
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Early Stress
Length 1:

Length 23
Length 3:

Double Stress

Length 1:
Length 2:
Length 3:

Late Stress
Length 1:

Length 2:
Length 3:

APPENDIX

Je weet dat Jjan nadenkt.

Je weet dat jan erover nadenkt te betalen.

Je weet dat jan erover nadenkt ons daarocor met gencegen te
betalen.

Je weet dat jan nadenkt.

Je weet dat jan erover nadenkt te betalen.

Je weet uat Jjan erover nadenkt ons daarvoor met genoegen te
betalen.

Je weet dat jan nadenkt.

Je yeet dat jan erover nadenkt te betalen.

Je weet dat Jjas e—over nadenkt ons daarvoor met genocegen te
betal .
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SELECTIVE EFFECTS OF MASKING ON SPEECH AND NONSPEECH IN THE DUPLEX PERCEPTION
PAR# DIGM

Shlomo Bentin+ and Virginia A, Mann++

Abstract. Perception of second formant transitions isolated from a
synthetic [bal or [gal syllable as nonspeech "chirps" or as support-
ing identification of a stop consonant was invéstigated using the
duplex perception phenomencn. This phenomenon arises when dichotic
presentation of the transition and the remaining part of a CV syll~
at.le {the base) allows the transition to support both perception of
that syllable and a nonspeech chirp simultaneously. Over the course
of four caperizsnts it was found that: !) Stimulus onset asynchrony
of base and transition impairs the accuracy of syllable labeling,
t't improves ‘"chirp" classification into nonspeech categories,
whereas a white noise backward mask ipsilateral with the transition
impairs categoriZation of "chirps" but not of the syllables suppc-t-
ed by these transitions. 2} Progressive attenuation of the relative
intensity of the transitions impairs speech perception at a slower
rate than nonspeech perceptior. 3) A white noise mask preceding the
base in the ipsilateral ear and presented simultanecusly with the
transition interferes with labeling syllables, but does not affect
categorization of chirps. 4) A white noise ipsilateral backward
mask of the transition penalizes both categorization and discrimina-
tion of nonspeech percepts more extensively than that of speech. An
analagous mask consisting of a second formant transition appropiate
to [da) did not affect nonspeech perception, but impaired correct
labeling of the syllables. It is suggested that perception i, the
speech and in the nonspeech modes is contingent upon activation of
different central mechanisms.

L]

Speech perception involves tha recovery of phonetic information embedded
in acoustic patterns that stimylate the auditory nervous system. Frequen-
cy-modulated acoustical signals, formant transitions, can be sufficient cues
for the perceived distinction between .,op consonants when they are integrated
with a syllabic base, in which case they support an abstract phonetic percept
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such as "b"™ or "g."™ However, when the same formant transitions are presented
in 1isolation, perception reflects the acoustic characteristics of the
time-varying nature of the frequency-modulated signal. Thus, 2although some
subjects might be able to perceive isolated formant transitions as speech-like
(Nusbaum, Schwab, & Sawusch, 1983), most tend to describe them as "chirps"
that have no relation to the perceptual characteristics of the Stop consonants
that they otherwise may cue {Mattingly, Liberman, Syrdai, & Halwes, 1971}.
This radically different perception of the same physical stipwlus in two dif-
ferent acoustic contexts has been taken to reflect two different mvdes of au-~
ditory perception in humans: a phonetic mode exclusively dedicated to «beech,
and a nonphonetic mode for the perception of other auditory stimuli (Liberman.
1382§ Liberman & Studdert-Kennedy, 1978; Mann & L ‘erman, 1983; Repp,
1982).

The two differant perceptual modes are simultanecusly operative in the
phenomenon of "duplex™ perception first described by itand (1974). Duplex
perception occurs when the transition of the Ssecowd and/or third formant,
which supports perception of a unique stop consonant, is separated from the
rest of a synthetic syllable and presented to one ear, while the remaining
acoustic pattern (the base, which by itself is perceived as a syllable) is
presented to the contralateral ear. In this situation, most (but not all)
listeners simultaneously expe-ience two distinet percepts: One is the origi-
nal syllable that would result if the base and the transition were electroni-
cally fused; the other is the "chirp™ sound produced by the frequency modula-
tion of the isolated transition. Interestingly, if fusion occurs (as it does
for the large majority of listeners), the subject hears ooth the fused sSpeech
percept and the nonspeech characteristics of the transition, but not the base
by itself. Since the duplicity of perception involves the fused percept and
only one aspect of the "prefused" information, the duplex pheno®menon does not
represent merely a lowe~ vs. highetr hierarchical level of information process-
ing, but represents two modes of processing, phonetic and nonphonetic (Liver-

m~n, 1982).

in addition to being an interesting experimental demonstration of the two
perceptual modes, the duplex phenomenon provides an excellent opportunity tc
investigate at what level of information processing they become distinet and
to understand better the difference between Speech and nonspeech perception.
An advantage in studying this phenomenon is that the two percepts arise from
one and the same physicali stimilus, So that all that reeds to be manipulated
are the instructions to the listener. It has been shown, for example, that
presence vs, abzence of a preceding interval of silence affects discrimina-
bility of formant transitions when they support perception of the consonants
"t" and “p" following %s," but has no effect on the discriminability of the
same transitions as no 8;eech chirps (lLiberman, Isenberg, & Rakerd, i198iJ.
This was taken a3 evidence that the importance of silence in the perception of
stop consonants i3 related toc "specifically phonetic (as distinguished from
general auditory) processes, and that the effect of silence in such cases is
an instance of perception in a distinctively phonetic mode™ (Liberman et al.,
1981, p. 142). Further studies have shown that, on the speech side of the du-
plex percept, transitions are perceived categorically, whereas, in contrast,
the same transitions heard as "chirps” are discriminated continuously aceord-
ing to onset frequency. Moreover, preposed syllables affect the perception of
the transitions when they support the perception of stop consonants on the
speech side of the duplex, but not their categorization as ncnspeech chirps
4ann & Liberman, 1983). 7 .

J
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Studies of duplex perception conducted So far have been aimed primarily
at supporting the distinction between phonetic and nonphonetic modes of
perception. This aim has been accomplished successfully insofar as it has
been possible to manipulate variables that influenced the phonetic side of the
duplex percept, but had no effect on the nonphonetic perception of the fsolat-
sd transitions. Yet, if the nonphonetic mode i3 truly independent, one should
likewise be able to manipulate variables that will selectively influence the
perception of the transitions as "chirps,” while leaving the Speech percept
unaffected. A careful investigation of variables that Selectively affect each
s8ide of the duplex percept is necessary if we are to accept the independence
of the two perceptual modes.

To this end, the present study investigated the relation between the
phonetic and nonphonetic modes of perception by manipulating factors that have
selective effects on one or the other 3side of the duplex percept._ Four
experiments are reported. The first examined the effect of the stimulus onset
asynchrony (S04) between the base and the transition, and the effect of white
noise auditory backward masi ing of the transition on labeling each component
of the duplex percept. The second experiment examined the effect of attenuat-
ing the amplitude of the isolated second formant (F2) transition on labeling
each component of the duplex percept. The third experiment presented the
white noise mask of Experi~ "t 1 on the same channel a3 the base and
investigated the effects of _,.is wmasking condition on S8Speech and nonspeech
perception of the transition. The fourth and final e«eriment examined
separately the effects of backward masking of formant transitions by white
noise and by different formant transitions on the labeling and discrimination
of each component of the duplex percept.

Experimeni 1

This experiment investigated the effects of increasing SOA on each compo~
nent of the duplex percept. Specifically, we reasoned -hat categorization of
chirps might be facilitated by an increase in SOA, whereas speech perception
is penalized. Cutiing (3976) has already reported that when the transition
and the base of a CV syliable, [bal, [dal, or [gal, are dichotically present-
ed, SOA has a destructive effect on the fusion of the two stimuli. In con-
trast to this general effect, it shovld be mentioned that in Cutting's (1976)
study the subjects were sometimes able to fuse the transiti.is and the base
even at large 50As of 80 ms and more as suggested by their above-chance cor-
rect labeling of the syllables as [bal, (dal, or (gal. However, one problem
with this interpretation of their responses is that the unfused base is
frequently perceived as [dal, and Cucting’s inclusion of this category as a
correct response confounded possible agnfusion with successful fusion. We
attempted, therefore, as part of the present exceriment, to replicate cut-
ting’s results, but to circumvent the problem posed by the ambiguity of [dal
percepts in his experiment.

Ancother goal of the first experiment was to investigate the effect that
monotic white noise backward masking ot the isolated transitions might have on
the speech and the nonspeech aspects 4f the duplex percept. The assumption
underlying the use of backward masking to study perceptual processing is tnot
when the onset of the mask i3 delayed relative to onset of the target, proc-
e3sing of the target occurs during the delay, but is interrupted by che arriv-
al of the mask (Turvey, 1973). If speech and nonspeech perception represent
distinct modes, we might be able to mask selectively one or the other of the
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two perceptual aspects of the F2 transition. We would then de able to inves~-
tigate the level in the auditory system at which the two modes become separat-
ed.

The decision to employ a white noise mask was based on several considera-
tions. We wanted a mask that would be most likely to nave a selective effect
on the nonspeech aspect of the transition. Massaro (1970) has shown that a
tone is masked efficiently by a different tone even when the similarity be-
tween the pitch of the mask and the target tones is varied over a considerable
range. On the other hand, white noise does not mask categorization of one or
two tones when. the intensity of the mask does not exceed that of the test
tones (Kallman. & Brown 1983), although it does effectively mask detection of
tores 1Elliot, 1967). No similar results are available for the masking of CV
syllables. However, = assumed that the general unratter.ed nature of the
white noise mask woul. minimize the possibility that it interferes with
extraction of the phonetic information embedded in the transition, while still
interfering with perception of its nonspeech aspects.

The first experiment, therefcre, had two goals: (a) to investigate the
effects of increasing SOA between the F2 transition and the base, and (b) to
investigate the effects of a white noise backward mask presented in the same
channel as the transition on subjects® ability to label the speech and non.
speech aspects of the duplex percept.

Method .

Stimili. The stimuli used to create the duplex percepts :zre schematical-
ly represanted in Figure 1, They were adapted from two-forment Synthetic
approximations to the syllables [ba) and [gal, as produced on the parallel
resonance synthesizer at Haskins Laboratories. The pattern illustrated in the
left panel of Figure 1, which we refer to as the "base," is the constant por-
tion of the two syllables. Its duration is 300 ms, with a 25 ms amplitude
ramp at onset, a 100 ms applitude ramp g% :7fset. and a fundamental frequency
that falls linearly from 114 to 79 Hz. ™= first formant begins at 100 Hz,
and during the first 50 ms it increases linearly to achieve a steady-~state
frequency of 765 Hz. The remaining two patterns, illustrated in the
right-hand Fanel of Figure 1, are the F2 transitioans appropiate for [bal and
{ga). Each was synthesized separately from *“he base, and is 50 ms in dura-
tion. Their common offset frequency i® the Steady-state fruiquency of the F2
of the base (1230 H.), and amplitude contour and fundanertal frequency are-~
identical to that of the first 50 my of the base. The [baJ) transition starts
at 924 Hz, has a rising freguency contour, and if electronizally fused with
the base, supports perception of [bal. The [gal transition starts at 2298 Hz,
has a falling frequency contour, and if electronically fused witt the base,
supports perception of [gal. The base alone tends to be perceived as a poor

quality [dal.

»

An additional stimulus was created ifor the purpose of backward masking
the perception of the F2 transitions. It consisted of 15 ms of white noise at
intensity 1.8 dB 2zbove the maximal intensity of the transitions.

Test tapes. The base, F2 transitions, and white noise mask were digi-
tized at 10 kHz, and Subseguently recorded onto magnetic tape. Five stimulus
series were crested: Three practice series to acquaint subjects with the du-
plex percept, and two test 3eries %o assess the influence of temporal asyn-
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Figure 1. Schematic representation of the patterns ysed to produce the duplex
percept s, .

a

chrony and of the white noise mask on the sjeech and nonspeech components of
the duplex percept.

In the first practice series; designed to familiarize subjects with the
speech component of the duplex percept, the base was electronically fused with
each of the F2 transitions So as to form two syllables, [ba) and [gal. These
were recorded five times each, and then ten times in alternation. In the sec-
dnd practice series, designed to familiarize the subject with the chirp zompo-
nent of the duplex percept, the isolated {bal and [(gal] transitions were
recorded five times each and then ten times in alternation. The third and fi-
nal practice series was designed to familiarize the subjects with duplex
percepts. In it, the base and “he F2 transiticns were recorded onto separate
channels of the tape so as to permit dichotic presentation of each transition
in synchrony with the base. These two duple stimuli were also recorded five
times, then alternated ten times.

The two test series included only dichotic =stimuli. A3 in the third
practice series, the base and the transitions were recorded onto Separate

- channels, but the synchrony of base and transition was systematically
manipulated. In the first test series, the [bal and [gal transitions each
preceded the base eight times at eight different SOAs: 0, 20, 40, 60, 70, 80,
90, and 100 ms. This yielded a total of 128 stimuli that were recorded in
randomized sequence with interstimilus intervals of 2.5 sec, and longer pauses
between blocks of 16 stimuli. In the second test Series, synchrony of base
and transition was again manipulated, but each transition was also immediately
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followed by the white noise masking stimulus. Each transition preceded the
base eight times at three different intervals: 0, 20, and 40 ms. This yield-
ed a total of 48 stimuli, recorded in randomized series with the same
interstimulus and interblock intervals as in the first test series.

Procedure

Subjects listened to stimuli over TDH-39 headphones in a quiet room.
They were naive as to the nature of the experiment, being told only that its
purpose was to examine whether perception of speech and nonspeech could be al-
tered by certain distractor sgunds. They were further advised to attend to
the percept designated by the experimenter and to ignore all else. The
experiment began with a pretest that involved presentation of the three prac-
tice series: the electronically fused syllables, the isoclated transitions,
and the dichotic stimuli. Participation in the experiment proper required
that a subject be able to distinguish accurately the speech and nonspeech
Fercepts presented in the first two practice series, and to label accurately
the two components of each duplex percept in the third practice saries. In
this manner we insured that each subject whe continued in thu experiment was
able to perceive the distinction between the [bal and (gal speech percepts and

.the distinction between the rising and the falling chirps, which were the non-

speech percepts in the duplex listening condition.

Those subjects who met the pretest regquirements went on to participate in
two experimental sessions, with order counterbalaiced across subjects. In one
sess’on, their task was to label the speech percepts as containing "b" or "g,"
while ignoring the nonspeech percepts. That session began with presentation
of the first (electronically fused syllables) and third (duplex percepts)
practice series, followed by the two test series in counterbalanced order. In
the other session, the task was to label the nonspeech "chirp" percept as ris-
ing or falling, while ignoring the speech percepts. In this case presentation
of the second (isolated transitions) and the third (duplex percepts) practice
series preceded the two test series.

Subjects. The subjects who met the requirements of the experiment were
ten young women who attended Bryn Mawr College. Two additional subjects were
screened but not included in the subject pcpulation because they f .led to
distinguish the [bal and [gal] conponents of the duplex percept.

Results

The data for the first experiment comprise labeling responses to the two
components of the duplex percept. the speech percept of (bal or [gal and the
nonspeech percept of a rising or 3lling chirp. In the first test series we
had systematically manipulated the synchrony of the constant baze and the
variable F2 transition heard in the .ther ear. The percent correct responses
for the speech and nonspeech percepts averaged across the ten subjects appear
in Figure 2 as a function of SOA.

In general, subjects were more accurate in labeling nonspeech percepts of
rising and falling chirps than in labeling speech percepts of {bal and (gal.
This difference was significant in a repeated measure ANOVA, F(1,9) = 12,39,
MSe = 780, p < .005. The systematic increases in SOA also had an effect on
response accuracy, F(7,563) = 3,39, MSe = 65, p < .004, but most Iimportantly,
manipulations of temporal asynchrony had opposite effects on speech and non-
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Figure 2. The effects of increasing SOA on labeling syllables and "chirp"
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speech percepts: F({(7,63) = 8.75, MSe = 73, p < .0001. Whereas speach percep-
tion was best when the base and transitions were in time synchrony, nonspeech
perception was better when the transitions preceded the base by 20 ms or more.

We turn now to the results obtained with the second test series, designed
to evaluate the effects of backward masking on each component of the duplex
percept. The results are presented in Figure 3 where, for convenience, we
have also given the results obtained with the comparable unmasked stimuli rom
the first test series. An ahalysis of variance computed on the results sume
marized in Figure 3 revealed that while the white noise stimulus had some ef=-
fect on performance, F(1,9) = 7.59, MSe = 269, p < .02, the more interesting
result is that the mask penalized perception of the transitions as rising or
falling chi-ps, but had no debilitating effect on the perception of the
transitions s cues for distinguishing (bal and (gal, F(1,9) = 53.47,

= 72, p < .0001. Also, no interaction was found between the SOA and the
masking effects. The contrasting influences of backward masking with write
noise and manipulation of temporal synchrony on the twe components of the du=
plex percept are to be regarded as the major outcome of this experiment.

Discussién

This experiment has shown that SOA and a white noise mask had selective

,(but opposed) effects on the speech and nonspeech aspects of the wuplex per-

cept. While an increase in the S0A between the base and the transition
systematically degraded speech identification when the transition was
incorporated into a CV percept, SOAs beyond 20 ms had a facilitatory effect on
the labeling of the same transition as a nonspeech chirp. 1In contrast. a
white noise mask that immediately followed the isolated transition had no ef=
fect on speech identification, but considerably impaired the discriminability
¢f the chirps.

The explanation of the differential effect of increasing SOA on speech
and chirp discrimination is straightforward. SOA has an adverse influence on
fusion, &nd emph»=izes the individuality of each channel. Obviously, since
chirp idenlirication is based on one channel only, it could not be penalized
vy this manipulation. Moreover,. the highe: percent correct categorization of
chirps with nonzero SOA might suggest release from a masking effect of the
{(lower frequency) first formant transition, which might survive ir =spite of
the dichotic presentation. Since identification of [bal or [gal is based on
fusion of the base and the transition, obviously SOA impaired peception of the
syllables. We note, however, that correct labeling of [bal) and [ga) was above
chance even when the S0A between the transition and the base was as long as
100 ms. Since the base was identical for both the (ba) and [gal duplex
percepts, any correct identification of the syllable is contingent upon the
phonetic information provided by the transition. Nusbaum et al. (1983) claim
that listeners may identify the isolatéd transitions as speech without
integrating them with the base. If indeed labeling of syllables at large SOAs
was based on phonetic categorization of the transitions, an above-=chance
asymptote in performance should have emerged. In contrast, a continuous de-
cline of percent correct was found as SOA was increased, supporting the hy=-
pothesis that syllable identification in the duplex situation is in fact based
on successful dichotic fusion {(Repp, in press; Repp, Milburn, & Ashkenas,
1983). We therefore reject Nusbaum et al.'s hypothesis, and assume that some
fusion did occur even when the offset of the transition preceded the onset of
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the base by 50 ms. Successful fusion implies that, at some point in time, the
two stimili were simultaneously available to the phonetic processor and sug-
gests that the information provided by the leading transitions was Somehow
stored in memory. The location and form of this storage is not revealed by
the present experiment.

The second and, perhaps, more important result is the differential effect
of the white noise mask on the Speech and nonspeech aspects of the perception
of the transitions. The white noise mask impaired categorization of the
nonphonetic differences between the two transitions, but the different phonet-
ic percepts suppuried by them remained unaffected. This result might be ex~
plained in two ways. The first is to assume that labeling in the phonetic
mode, being both natural and based on highly overlearned categories, require
less precise auditory information than does labeling in the nonspeech scde,
where the srtificiality of the task and the higher amount of uncertainty re-
quire more information to be resolved. If this were so, the mask would have
had a general effect on the input of the auditory information interfering with
a8 comron 3ensory, precategorical storage mechanism accessed by both the
phonetic and nonphonetic processing systems. However, other alternatives
should also be considered. A second ossible explanation is that there exist
different phonetic and nonphonetic information processing mechanisms (Cutting
& Pisoni, 1978). If this were 3o, the unpatterned white noise would have in-
terfered selectivelY with nonphonetic processing. One way to discriminate be- -
tween the two explanations is to determine whether other stimulus degradations
penalize nonspeech to a greater extent than speech perception. This was test-
ed in Experiment 2,

Experiment 2

One explanation for the differential effect of the white noise mask in
Experiment 1 was based on the f3sumption that speech can be classified into
well=known categories, and therefore i3 more tolerant than nonspeech of the
ambiguity induced by the wask in the auditory stimulus. If this is so, other
forms of stimulus degradation might have effects on 3peech and nonspeech
perception, similar to those found in Experiment 1. A direct test of this hy~

?otheais was attempted in Experiment 2.

In the first description of the duplex perception phenotienon, Rand (1974)
reported that a 30-dB attenuation of the transition relative to the base did
not impair correct labeling of the fused speech percepts. With 50-dB attenua~-
tion of the transition, labeling performance was st'll above chance. However,
no results were reported regarding the comparable effect of degrading auditory
information on the nonspeech aspect of the duplex percept. If correct speech
categorization cen indeed be based on less auditory information than is re=
quired for correct categorization of nonspeech, we should expect that attenua-
tion of the transitinn will impair Speech labeling tess than nonspeech
categorization. We tested this prediction by gradually attenuating the inten-
sity of the isolated transition for subjects instructed to lzbel the Speech or
quSpeech aspects of the duplex percept in two separate sessions.

Method
Stimuli. The stimuli employed in Experiment 2 yere the base and the [bal

and [gaj transiticns o.” Experiment t. This time, however, instead of
manipulating the temporal asynchrony of base and transition, we kept them in
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synchrony as we decreased the relative amplitude of the transition in step
sizes of 6 dB from about 80 dB (the amplitude employed in Experiment 1) to 66
¢B below that amplitude.” The decreases were accomplished on the DDP-224 PCM
waveform editing system at Haskins Laboratories,

Test tapes. The three inspection series were as in Experiment 1, In the
test series, -duplex stimuli were presented, with the base and transition
recorded on separate channels in onset synchrony. Each of the twoc transitions
occurred eight times at each of twelve different amplitude levels: equal to
the base, -6, =12, =18, =24, =30, =36, -42, -48, -54, =60, and =66 dB. This
yielded a total of 192 stimuli, which were recorded in a randomjzed sequence
with interstimulus and interblock intervals as in Experiment 1.

Procedure

The procedure was analogous to that employed in Experiment 1, which had
preceded Experiment 2 by séveral weeks. There were two sessions, with order
counterbalanced across subjects. In one session, the task was to label the
speech percepts as [(bal, (gal, or (da). The response category of [da) was
inzluded because [da) is the response most often assigned to the base in iso-
lation, but no [d»} responses were given by our .ubjets, perhaps owing to
their previous e:perience in Experiment 1. Presentation of the first and
third inspection series (electronically fused [ba) and {gal syllables and du-
plex stimuli) was followed by presentation of the test series. In the other
segsion, the task was to categorize the .percepts as rising or f#ing in
pitch, or to respond with "0" if no nonspeech percept was heard. Presentation
of the second (isolated transitions) and third practice series was followed by
presentation of the test series.

Subjects. The subjects were the same ten young women who participated in
Experiment 1.

Results

The pattern of results, averaged across subjects, is graphically summar~-
ized in Figure 4, where the 3plid line represents the accuracy of responses
when subjects were asked to label their speech percepts, the dashed line re-
presents the accuracy of response when 3Subjects labeled their nonspeech
percepts of rising and falling chirps, and the dotted line represents the
percentage of the trials on which subjects did not hear any chirp at all. In
general, the accuracy of speech perception was superior to the accuracy of
nonspeech perception, F(1,9) = 10.85, MSe = 840, p < .009, and the systematic
decrease in transition amplitude had a penalizing effect on Dboth,
F(11,100} = 23,23, MSe = 130, p < .0001. Yet, amplitude decreases had a sig-
nificantly greater effext on non3peech perception than they had on 3speech
perception, F(11,99) = 3.11, MSe = 15,, p < .001. For example, at an ampli-
tude decrcase of “2 db, subjects reported hearing no chirps at all in 50% of
the trials, and their categorization of those chirps that were heard was only
75% correct. Yet, at this same amplitude decrease, speecu labeling was 95%
accurate. At =48 4B, subjects were reporting a nonspeech percept in only 20%
of the trials and their nonspeech labeling was at chance, but cheir speech
labeling was correct in 89% of the trials. Indeed, not until an amplitude de-
crease of 66 dB did speech perception approach a 50% level of accuracy. This,
then, we regard as the major outcome of the third experiment: At certain am-
plitude levels where nonspeech percepts of the F2 transitions often go
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undetected and, even when detectad, are categorizeqd at chance levels, speech
perception conveycd the phonetic information' in the same formant transitions
quite accurately.
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Figure 4. The effects of a decrease in the umplitude of the isolated transi~
tion on labeling syllables.'"chirp" detection, and ."chirp" categor-

. ization.
Discussion . 1

The results of Experiment 2 replicate those of Rand (1974) and provide
strong support for the hypothesis that categorization of speech may be based
on less auditory information than is-required for nonspeech categorization.
The different sensitivity of the speech and nonspeech peroeption mechanisms to
the decre~rse in the intensity of the transitions also suggests that they
operate at .different ) 2ls of information précessing. As Cutting (1976)
pointed out, sensiti.ity to energy level is indicative of rower-level process-
ing in audition, as Turvey (1973) suggested for visual perceptions Tae gaall-
er effect of the decrease in the transition's energy on speech than on non-
speech perception indicates that 2peech labeling is less sensitive to chang.s
in enetgy levels of the stimulus and, therefcre, {s based on higher—leve1
perceptual processes than is nonspeech categorization..:

Experiment 3

-
N

In Experiment 1 the mask was presented in the same chhnnel as the transi- .
tion. The purpose of the third experiment was to exam¥ne the eifeéts of a
white noise mask, presented simultapeously with the transition but in tie zame




' Bentin & Mann: Selective Effects of Masking on Speech and Nonspeech

channel as the base, on Speech and honspeech perception of the dichotic stimu-
lus.

_Massaro (1970) reported that contralateral backward masking of tonal tar-
gets by tonal masks interferes with pitch perception as much as binavral back-
ward masking. Dichotic backward masking effects have also been found with
more complex sStimuli, such as LV syllables (Darwin, 1971; Studdert-Kennedy,
Shankweiler & Schulman, 1970). In contrast, when the contralateral mask leads

- the target stimulus, recognition of CV syllables i3 less impaired (Darwin;
1971: Studdert-Kennedy et zl., 1970), and pitch recognition of tones is not
affected at all (Maszaro, 1970). On the basis of these results and of binaur-

M al masking effects, it has been Suggested that an auditory input produces a

j preperceptual auditory image that represents the informatior; in the stimulus
and i3 located centrally. The recognition process entails a readout of the
information from this preperceptual auditory image (Massaro, 1972b), and this
process is penalized when a lagging stimslus (the mask)} occurs before comple-
tion of the readout of the necessary information. This hypothesis explains
the difference between forward and backward masking effects.

We may assume that two similar intense stimuli simultaneously presented
to the two ears will be Simultaneously present in the centrally located
preperceptual Storage. In this case, since the white noise and the isolated
chirp are both nonspeech stimuli, they might fuse but Should not provide a du-
pi.ex percept. Since the 3ame Meonstant® (the white noise) is added to each of

the two different chirps, we may expect that the comdined nolse + chirp
percepts would be discriminable and therefore nonspeech categorization will
not be affected by the contralateral Simultaneous white noise mask. & similar
prediction was made 2bout masking effects c¢n ~he Speech aspect of the duplex
percept. If indeed Speech perception involves readout from the preperceptual
image, the base, the trensition, and the white noise would all intaract. The
results of Experiment 1 and 2 Syégest, however, that s~eech informati.on can be
axtracted quite accurately from a "noisy® image, and therefore the mas, should
not interfere with sylTable labeling. ~— — -

Method

Stiguli. The stimuli were 30 ms F2-transitions Separated from two-for-
mant aproximations of [bal and [gal, and the base, all itewly sSynthesized on -
the Haskins software parallel resonance Synthesizer. The bese was 180 ms in
duration, had a 25 ms amplitude ramp at onset, 2 100 ms amplituce ramp at off-
set, and a fundamental frequency that fell linearly from 14 Hz to 81 Bz. The
first formant increased linearly from 250 Hz to a steady state of 765 Hz dur-
ing the first 30 ms. The steady state of the base’s F2 was at 1230 Hz and be-

] transition fell lin-

early from 2200 to 1230 Hz, and the [bal transition rose linezrly from 1000 to
1230 Hz. The fundamental frequency of the transitions was identical to that
in the first 30 ms of the osase.

For duplex presentation in the control condition, a [bal or a
[ga) transition was recorcded onto one chatnel of a magnetic tape and the base
was recorded onto the other channel with 30 ms S0A, following the transition.
In the masking condition, a 30 ms segrent of white noize imnediately preceded
the bas¢ (i.e., the noise was an ipsilateral forward mask with respect to the
7 7 base, but @ Similtaneous vuntraliaterei-—mesk with respect to the chirp..
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Test tapes. A screening tape and a test tape were pirepared. The screen-
ing tape contained five series of stimuli, starting with the full [bal and
{gal syllables repeated ten times, followed by ten-alternations between the
two syllables. In the second series the F2 [ba) and (gal transitions occurred
in a s3sequence identical to that for the intact 3syllables. Following the
isolated transitions, the duplex percepts were introduced in the following
order: First, the base was paired with the {bal transition and recorded
dichotically five times. Next, the base was paired with the [ga) transition
ard recorded dichotically five times. These two blocks were répeated once,
followed by ten alternations betweea the [ha) and the [gal) duplex stimuli.
The final two series on the screening' tape were two different randomizations
of 30 (ga) and 30 ([ba) duplex stimuli. The interstimulus interval (ISI)
throughout the tape was 2.5 seconds. .

The test tape comprised four different randomizations of 20 [bal and 20
(ga) duplex stimuli. Two series constituted the control condition, a d two
the masking condition. The ISI was 2.5 seconds throughout the tape.

Subjects. The subjects were seven out of 12 female Subjects screened fgr
participation in Experiment &, Their only experience with listening to
synthetic speech was in Experiment # (which was run first), and they were cho=-
sen only fur reasons of availability. We shall describe here the pretesting
procedure, by which the subjects were sScreened for both experiments.

—Fuenrtr=-six—volunteers were nretested in groups of 4wo to four, in two

sessions separated by at least 48 hours. In the "speech™ session, subject
were first presented binaurally with the series of [ta) and [gal syllables.
and asked to label them with no restriction whatsoever. All subjects reported
that they perceived speech, and used the labels ‘ba,' 'da,' 'ga,' and ’ya' to
describe their percepts. The blocked duplex stimili were then presented, fol-
lowed by the first list of 60 randomized stimuli. The subjects were instruct-
ed to labei eacy of the 60 stimili using their own notation. In the ™non-
speech® session, the "chirps" were presented first: and the subjects were re-
quired to describe the two different percepts. None of the subjects perceived
the chirps as speech. The "/" notation was then proposed for the rising chirp
([ba) transition), and the "\" notaticn for the falling chirp ([gal trarsi~
tivn). The blocked duplek stimuli were then presented again, and the subjects
were instructed to,label the chirps this time, and to ignore the speech chan=-
nel. Finally, the secoad serles of €J randomized duplex stimuli was given,
and the subjects again labeled the chirps. Only aubject< who were correct on
at least 50 out of the 60 trials in both the speech and the nonspeech pretest
sessions were included in tho experiment proper.

Procedure. Since most stimuli were labeled by all subjects as ({bal or
{gal,® the speech responses during testing were restricted to those iwo cate~-
gories. Subjects were tesued in twé Sessions, separated by at least 48 hours.
In one session they labeled the speech percepts, and in the other they cate-
gorized the nonspeech percepts as rising or falling chirps. The order of the
sessions was counterbalanced among Subjects. Each session begin with a re-
view, using the screening sequences of syllables and duplex stim:li for the
speech seszions, and isolated transitions and duplex stimuli for the nonspeech
sessions. Presentation if one randomization for the control and one for the
masking?condition followed, with the order counterbalanced.
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Fesults

As can be seen in Figure 5, in the control condition speech was correctly
labeled 75% of the time, and nonspeech categorization was correct on 76% of
the trials. In the masked condition, however, speech perception was signif-
icantly impaired, being labeled correctly on only 62% of the trials, whereas
correct categoriza.ion of nonspeech remalned nearly constant at 74%, This
condition by perceptual mode interaction was supported by an ANOVA with re-
peated . 'asures, F(1,6) = 12.4, MSe = 16.2, p < .01,
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Figure 5. The effects of forward masking the *base" with white noise on
labeling syl'ables and "chirp"®" categorization.

Discussion

The speech labeling performance in the control condition replicated the
results of Experiment 1 at 30 ms SOA, while categorization of unmasked non=-
speech was somewhat poorer thar expected. This, however, had the advantage
that both modes of perception in the control condition were comparable in lev-
el of accuracy. When a white noise mask was presented in the speech channel
preceding the base, nonspeech perception was not affected while speech label=-
ing was significantly reduced. Thus, “similtareous dichotic masking of the
transitions was not effective for ncnspeech percepts. Comparing these results
with the damaging effect of the monotic backward masking obtained in Experi-
ment 1, ana with the effective dichotic backward masking obtained by others,
we assume that in the dichotic simultaneous presentation, the transition and
the white noise were integrated into one preperceptual image as predicted by
Massaro's model, and that this image containea sufficient inforuwation to sup=-
port identification of rising vs. falling chirps.
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The masking effect of white noise on speech was not predicted. In line
with the results of Experiments 1 and 2, which suggested that speech percep-—
tion is relatively tolerant of stimulus degradation, we expected no white
noise masking of speech, regardless of the channel. Given the reduced forward
masking effects reported previously, and the redundant nature of the informa-
tion in the base, it seems unlikely that the decrease of speech perception
performance in this experiment was caused hy proactive effects of the white
noise mask on the base. However, forward masking effec.Ls of the white noise
on the F! transition in the base that might be critical to perception of any
stop consonant cannot be excluded. It is also possible that the fused image
of the white noise and the truns.tion that was available in the preperceptual
storage when the bhase arrived, might hrve been qualitatively different from
the image of the original transitions and, therefoire, less likely to fuse and
to provide phonetic infomation to the base. In any event, ad<ition of the
white noise altered the recovery of phonetic information in (F1 or F2) transi-
tions but did not penalize . recovery of nonspeech information. We cannot,
therefore, sustain the conclusior of Experiment 2 that the s=p:zech perception
system, in general, does nnt require as precise auditory information as does
the nonspeech system. liather, we should assume tnat it has different require-
ments and different sensitivities, and therefore comprises a different mode of
information processing. This assumption was further investigated in Experi-
ment 4,

Experiment Y

The fourth experiment was designed to compare the effects of two differ-
ent backward masks on fpeech and nonspeech perceptiont: a white noise mask,
similar to that used in Experiment 3, and an F2 transition derived from a
.ynthetic approximation to the syllable [dal. The comparison provided a test
of the two explanations w- have offered to account for the selective effect
that the monotic white noise backward ma.. na¢ on the nonspeech aspect of the
duplex pe~cept (Experiments 1 and 2). The first assumed that speech percep-
tion may require less information than nonspeech. The second assumed differ-
ert perceptual processes for speech and for nonspeech, which are sensitive to
different aspects of the auditory stimuilus.

If some aspects_of the auditory stimilus are used by the phonetic percep=-
tion mechanism tc ssbport speech identification, +vhile different aspects of
the same stimilus are used for nonsfeech categorization, backward masks that
contain different amounts of phonete information might affect the two
perceptual modes differently. A white noise mask that provides only limited
phonetic information should have Jittle effect on speech perception but, as in
Experiment 1, should effectively mask the nonspeech percepts. On the other
hand, a [dal] transition that is a potential cue for a phonetic percept may
more effectively nask speech beecause it provides phonetically patterned infor=-
mation.

A second means by which Experiment % provided a test of the above men-
tigcned hypotheses was by examining the influer ~ of the diff.iculty of the task
on backward masking of speech and nonspeech <he different masks. Thus .-e
compared the relative ef“ects of each mask in a labeling task, similar to the
task used in Erperiments 1 and 2, and in a discrimination task using the AXB
paradigm. In the AXB paradigm, no perce¢ptual predeéfined categories are neces-
sary. Although the labeling of avditory percepts may facilitate their s*orage
in short-term memory, labels are not essential to accurate diserimination per-
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formance {(i.e., deciding whether X is A or B). Therefore, we assumed that in
the discrimination tasik, speech and nonspeech perception would be similarly
tolerant of ambiguous informaticn, and expected that If seleetive backward
masking effects on speech and nonspeech labeling are dve to the oveérlearning
of speech categories, they would be less salient in the AXB paradigm. Obvi~
owsly, since speech perception may be both sensitive to different aspects of
the auditory stimulus and require less information due to overlearring, a
three-way interaction between the required perception mode, the nature of the
mask, and the difficulty of the mash might exist.

Method

Stimuli. The stimuli for this experiment were two-formant approximations
of the syllatles ([bal and ([gal, newly synthesized on the Haskins software
parallel resonance synthesizer. The duration of each of the two transiiions
was 30 ms, and the duration of the base was 175 ms. The fundamental frequency
of the base decreased linearly from 114 to 81 Hz. The first formant rose from
250 Hz to & steady stave of 765 Hz. The steady state of F2 was at 1230 Hr,
The {gal) transition went from 2200 Hz to 1230 Hz, and the {ba) transition went
from 1000 Hz to 1230 Hz. The fundamental frequency contour of the tran: itions
matched those of the first 30 ms of the base.

There were two masking conditions, involving a white noise mask and a
(da) chirp mask, and a control condition in which no mask was prezented. The
SOA between the transition and the' base was 30 m3 for all trials in 331l condi-
tions; thus the transition offset coincided with the base onset, and the
masks were simultanecus with the first formant transition of the base. In the
white noise mask condition, a 30 ms segment of white no’se immediately fol-
lowed the f»al) or the [gal transitions. In the [da) chirp mask condition,_the
transitions were immediately followed by a 30-ms F2 transition separated from
a two-formant synthetic [dal, which had the same base as our test stimuli.
The [dal transition f2ll from 1600 to 1230 Hz, and the fundamental frequency
and ' amplitude contcur were identical with those of the [bal and [gal) transi-
tions.

Tapes. A screening tape and two test tapes were prepared. The screening
tape contr.ned five series of stimuli as described in Experiment 3.

The labeling test tape comprised two different series of 120 randomized
duplex stimuli (60 [ba) and 60 [gal)). 1In each series there we-e 40 control
trials and 40 trials for each of the two masking conditions. In both the con-
trol and masking conditions, the ba-transition was presented in 20 #-.als and
the ga=~transition in the otheir 20 trials. The ISI was 2.5 seconds thiroughout
the tape.

The discrimination test tape included tw. different randomizations of €0
test trials, each preceded by eight practice trials. Every trial consisted of
three stimuli in AXB design, where the second stimulus, X, was fidentical ei-
ther to tie first stimslus, A, or <o the second, B, The A and B stimuli were,
respectively, the [bal and ([ga) duplex stimuli used in the labeling tast.
Five trials for the control condit!nn and for each masking c¢ondition were useld
in each e2.1 of a counterbalanced design, AAB, ABB, BBA, and BAA4. Within each
trial all three stiruli were taken from the same condition. The interstimulus
interval was 0.5 sec and the inter:irial interval was 3 se2c.
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Procedure

The screening procedures used for selecting subjeets in this experiment
were described in detail in the Method section of Experimert 3.

Following the screening, Sp2ech .nd nonspeech duplex perception were
tested in separate sessions at least two days apart. Speech perception was
tested first in half of the subjects, while the other half started with non-
speech. Each session started with a "refresher" series of 30-40 stimuli, in
which the subjects practiced labeling the syllables or the chirps. Then they
were warned about the presence of the masks, and instructed to lupe) the sti-
muli using only the (bal and (gal labels. The subjectn were encouraged to
guess each time they were not sure about their percept. ihe labelin; test was
always given first, followed by the discrimination test. In the diserimina=
tion test, tne subjects were instructed %o letermine whether the firs. or tlte
last stimulus in each set of three Was the "odd one out." They were then given
eight practice trials (24 stimili), followed by the test Seguence itself.

Subjects. The subjects were 12 paid female students screened out of 26
volunteers., They had little or no previous experience listening to synthetic
speech. r

Resylts

It is noteworthy that during the sScreering tests all subjects heard the
synthetic speech sounds as speech, withcut any prompting by the exterimenter.
Also, all but two subjects heard the isolated transitions as nonspeech.
{These two subjects were not run in the experiment.) All 12 subjects tested
in the experiment proper described the discrimination task as being consicer-
ably easier than tho labeling task.

Figure & presents the percentages of correct responses for speech and
nonspeect in each ta.l: Yor the contrel and mesking conditions. A three-factor
analysis of variance rcvealed that perfurmance in the speech mode overall was
slightly better than in the nonspeech mode, F{(1,11) = 4.82, MSe = 283, p <
.051, and that performance was better im discriminatior than in labeling,
F(1,11) = 8.00, MSe = 371, p < .017. More correct responses were given in the
control than in the masking conditions, as revealed by a main effect of condi-
tion, F(2,10) -~ 27.15, MSe = 138, p < .0N1, Although this main effect was
largely due t, the white noise mask condition, a post-hoc comparison of the
control ard tae (dal chirp mask conditions turned out to be significant as
well, F(1,11) = 6.89, MSe = 73, p < .024. Most importantly, speech and non-
speech perception were differently affected by masking as reflected in 2 sig-
nificant interaction between the twe factorr, F(? 10) = 6.88, MSe = 48, p <
.C14. Post-hoc analyses of this interaction revealed that for both categori-
.ation and diseriminztion, the white noise mask penalized nonspeech percepticn
more than it penalized speech, while compsred with the control condition !n
each mode, overall, the [dal chirp mask impairecd the perception of speech more
effectively. The three-way interaction was not significant.

Discussion
Better performance was found in the diseriminaticon than in the labeling

task for both speech and nonspz2ch perceptiun, validating our manipulatior, of
task difficulty. However, the effect of the white noise mask <n both speech
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Figure 6. The effects of backward masking the transition with white noise and
with a different transition on labeling and discrimination of
speech and norspeech.

and nonspeech perception was identical for both discrimination and labeling of
the stimuli. In contrast to Experimert 1, speech perception seemed to be
somewhat impaired by the white noise mask, but it was significantly less
affected than nonspeech perception. Since the selective effect of the back-
ward white noise umask Dn nongpeech perception was obtained in both tasks, the
results do not Support ‘the interpretation that the specific effect of the
white noise mask on nonspe.ch categorization is due to the greater difficulty
of nonspeech processing. Rather, we should look for differences in processing
phonetic and norphonetic information that might account for the results.

In contrast to the white roise mask, the effects of the [dal chirp mask
are less clear. Since the [dal transition was synchronous with the base, one
might expect that this transition would fuse with the base, generdting a.(dal
percept on most trials and reducing any oaistinction between (bal and [gal
percepts to chance level. Figure 6 indicates, however, that while the (dal
transition reduced correct labeiing of speec¢h by 7.73, correct discrimination
was reduced by only 4.3%. It seems that while the white noise mask has a sim-
ilar effect on discrimination and categorization or both speech and nonspeech,
the [dal chirp mask i3 more efficient in masking speech labeling than speech
discrimination. This trend suggests that for speech, the two taskg might have
drawn on different strategies and auditory cues.
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General Discussian

The present study investigated some differences between speech and non-
speech perceptial modes. Strong additional support was provided for the hy-
pothesis that phonetic and nonphonetic information are processed differently
in the auditory system and new information abdut the nature of this difference
was reported.

In Experiment 1 we demonstrated an interesting dissociation between
speech and nonspeech perception of a transition presented in a duplex percep-
tion context: A burst of white noise following the transition effectively
masked the nonspeech aspects of the percept, while leaving intact the phonetic
aspects necessary Lo support perception of a stop consonant. Two possible ex-
planations of this phenomenon were investigated in Fxperiments 2, 3, and 4,
The first, which assumes that speech perception is more tolerant of ambiguous
avditory information (since it uses well-learned categories), was apparently
supported by the results of Experiment 2. In this experiment we showed that
speech perception performance is above chance even when the chirps are no
longer detected. However, the results of Experiment 3 revealed that when the
white n¢ise mask was presented contralaterally but simultaneously with the
_transition, speech perception was impaireds We have argued that the white
noise could have combined With the second formant to form a hew stimulus that
was less effective in supporting phonetic perception, or could have masked
some critical part of tne base, such as the F1 transitior. The first
interpretation implies that the speech perception system not only is more tol=-
erant of ambiguous auditory input (although it might certainly be so), but al-
so that it is not as sensitive to energy manipulations as it is to certain
informational aabects of the stimulus. This hypothesis was tested in- Experi-
ment 4, in which the masklng effe'.t of the white noise on speech and nonspeech
perception was compared with the masking effect of a different transition.
Although not entirely conclusive, the results of Experiment U4 supported the
fsilowing hypothesis: A [dal transition masks labeling of (bal and [gal syll-
ables slightly more than white noise, while nonspeech perception is penalized
signiricantly ms;e by white noise than by a transition.

Our finding of successful fusion and accurate CV perception despite SOA
between the transition and the base replicates the results of previous stud=
ies, and implies the existe;ice of a storagz mechanism where the the transition
is still available when the base is apprehended. It is with reference to this
stage that we will try to explain how the different masks influenced percep=
tion of second formant transitions in the speech and nonspeech modes. First,
let us consider the effect of backward masking. The white noise backward mask
interfered with the readout of auditory, nonphonetic information from .he
perceptral storage, thereby penalizing identification of the rising and fall-
ing chirps. In this case, the effects of the. white noise mask were relatively
greater than those of the [da) mask because the former was relatively greater
ir intensity, and we should expect intensity to be of primary relevance in
preperceptual, lower~level processing in audition (Cutting, 1976}, as well as
in vision (Turvey, 1373}, The white noise mask, however, did not interfere
with phonetic processing of the transition neariy as extensively as it inter-
fered with nonthonetic processing. Prrhaps phonetic perception is more resis-
tent to backward masking because the phonetic processor, once triggeted bY
some as yet undefined aspect of an -acoustic syllable, is uniquely :zuited to
recovering information in formant transiticns that is pertinent to place of
articulation. In any case, the particular type of processing involved in
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perception in the spe¢ech mode would seem to be more vilnerabld2 to the effects
of the [da] mask than those of the white noise mask. This could occur because
the (da] mask also provides information about the place of articulation, which
competes with that provided by the [bal or [gal transition. In any event, the
masking of phonetic information in the transition is not particularly wilner~
able to differences in intensity between the [da] mask .and the white noise
mask, perhaps because those differences are not relevant to the perception of
place of articulation.
¢

Turning now to those results obtained with simultaneous masking, we have
found that wnen a white noise mask is presented that is simultaneous and con-
tralateral to the transition, it.has the opposite effect of penalizing phonet-
ic perception, but not nonphonetic perception, Here the greater resistance of
nonphonetic perception could be owing to the fact that the noise did not re-
place the transition in preperceptual acoustic storage, but merely became
integrated with it, and hence :did not cause a premature cessation of the rele-
vant auditory readout processes. ‘Considering now the penalizing effect of the
noise on the speech percept, two explanations have occurred to us. One is
that when the transition and the white noise co-occur, they fuse, and the
resulting stimulus is less likely tc provide phonetic information, which would
be fused with that provided by the base. Another 18 thet the white noine
obliterates some _ritical aspect of the base, such a3 the first-formant
transition, which may be a critical cue to Stop con3onant manner and thus
essential to the assigned task of identifying [bal and [gal.

The results of this study further provide some insight into how, and at
what level of information processing, speech is recognized as such, and staris
to be processed differentially. Given that once duplex perception is
achieved, the base i3 not heard in and of itself, we are led to entertain the
possibility that the storage mechanism is preperceptual, although certain data
Sugzest that it cannot be based on transmission channels (Massaro, 1970). One
solution i3 to adopt Massaro's notion of preperceptual central images and ex-
tend it to incluce auditory cues necessary for phonetic perception. "Phonet-
ic" auditory information stored in the preperceptual storage puffer would not
yet be identified as speech. Rather, its ultimate phonetic perception wouald
pe contingent upon the activation of a central mechanism. Confining ourselves
to the present concern of the distinctions between phonetic and nonphonetic
perneption of second formsnt transitions, we would conclude by suggesting, in
line with previous processing theories (ef. Turvey, 1973), that 3speech percep=-
tio’. involves activation of a central mechanism, while nonspeech perception is
more dependent on peripheral auditory processes. We suggest, therefore, that
perception of speech, as a distinct process, starts when the auditory informa-
tion reaches the cencral nervous System and "turns on"™ a special’ perceptual
mechanism.
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VOWELS IN CONSONANTAL CONTEXT ARE PERCETVED MORE LINGUL.TICALLY THAN ARE
ISOLATED VOWELS: EVIDENCE FROM AN INDIVIDUAL DIFFERENCES SC:LING STUDY®

Brad Rakerd+

Abstract. The purpose of this .avedtigation was to determine wheth-

er the prescnce of neighboring consonants can exert a o~ontextual in-

fluence on vowel perception and, if so, to characterize the influ~

ence. Two experiments were carried out) toward that end. In both,
subjects were asked te judge the .inguistic similarity relationships.

that held among a set of American English vowels when those vowels

occurred either: (a) in isolation:i or (b) in /dVd/ consonantal

context:s The Jjudgments were made in response to recordings of
natural speech in Experifgent 1. -In Experiment 2, they were mage for
subjects' memorial images of vowels as elicited by whitten stimuli.

Individual differences scaling of the outcomes of the two experi-

ments provided evidence that supported the following conclusions:

{1) consonantal context can signifizantly influence vowel percep-

tion; (2} for the /dVd/ coutext at l=ast, the nature of the influ- .

ence is to evoke more linguistic perceptual processing of vowels

than occurs when they are presented in isolation; (3} the influence

is more likely ‘to be explained in terms of properties of the stimuli

presented to perceivers than in terms of any sort of knowledge that

perceivers bring to bear in perceptual processingi.and (4) three
features of linguistic description for vowels—-advancement, height,

and tenseness--have partiqular import for vowe) perception and for‘

vowel memory. ‘

It has’ long been recognized that the acoustic correlates of a vowe:l can
vary, sometimes to a substantial degree, depending on the identity of the¢ cun-
sonants that precede and/or follow it (e.g., House & Fairbanks, 1953; Lind-
blom, 1963; Stevens & House, 1963). This variation has come to be unde: stood
in terms of the fact that a talker often coarticulate. the neighvoring seg-
ments of an utterance (th.t 1is, overlaps their respective productions) such
that the acoustic signal is jointly influenced by those segments (e.g., Liher-
man, Cooper, Shankweiler, & Studdert-Kennedy, 1967). " How, then, do vowel

1
’
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perceivers adjust to these acoustie variations? QOne possibility is that in
many or most cases they de not. If the variations are sufficiently.minor, a
pe. _civer could simply "ignore" them and achieve an acceptably high level of
performance in identifying vowels. Alternatively, the perceiving of vowels
might involve certain context-sensitive perceptual strategies, analogous to
those that are generally thought to be required when listeners identify the
consonants of an utterance (for reviews of the evidence regarding consonantal
perception, see, e.g., Liberman, 1982; Liberman et al., 1967; Liberman & Pi-
coni, 1977).

It beccmes important to determine whether or not vowel perceivers are "
sens_tive to conson@ntal context because {unlike most consonants) vowels ean
be freed from the influences of their neighboring segments and produced as
fisolated utterances. - A good deal is known about the perception (and produc~
tion) of these isolated vowels and there is an important issue as to how to
deneralize from that knowledge to other cases. Tc the degree that listeners
are, in fact, indifferent to the acouctic variations engendered by consonantal
coatext, isolated productions might be taken to be the canonical vowel form,
and their acoustic signature to be the one th~t best exhibits the sssential
information for wowel perception. However, if .he& perceiving of vowels does,
in general, involve context-sensitive strategies, then the isolated vowel form
is but orne of many variants, and, arguably, one of the least representative
variants because it occurs infrequently in natural speech. An answer to the
question of wnether isolated vowels are perceived differently than vowels in
consonantal context therefore proves to be basic to vowel resecarch.

Previous efforts to answer this question have gcnerally been based on
comparisons of the identifiability of vowels in and out of some consonantal
frame. Evidence gathered with this method has, .in a number of instances, been
taken to favor the view that consonantal context can signficantly affect vowel
perception by exerting a positive influence on vowel identification (Gottfried
3 Strange, 1980; Strange, Edman, & Jenkins, 1979; Strange, Verbrugge, Shank-
weiler, & Edman, 1976). This finding remsins a subject of debate, however.
It has not been observed in all studies (Macchi, 1980; Pisoni,’ 1979) and it
has been challenged on grounds of being largely an artifact of the metaod of
assessment (Assmann, Nearey, & Hogan, 1982; Diehl, McCrsker, & Chapman, 1981;
but see Rakerd, Verbrugge, & Shankweiler, in press; Strange & Gottfried,
1980). '

The present study complements this work by addressing the question of a
consonantal influence on vowel perception with evidence of a different kind
than has been offered in the past. To begin with, the data collected uere
were judgments of vowel similarity rather than absolute identification judg=
ments; hence, chey assess the consonantal influence with & naw perceptual
measure. More importantly, the resulting data were analyzed with an individu-
al differences scaling technique that highlights aspects of the g¢ata structure
that have not been considered previously. Those aspects are: (i} the dimen-
gsions of perception that had some shared significance for the set of subjects
as a whole; and (2) the relative salience that those dimensions had for the
individual subjects depending on whether they judged vowels in or out of con=-

_text. It will be seen that both aspects of the scaling solution were informa-
tive about the nature of vowel pPerception.

F
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Experiment 1

+

The starting point for an individual differences scaling analys.s of
yowel perception is to collect, for each subject, a matrix of what Shepard
(1962a, 1962b) has called "proximities™ data. These are data indexing the
network .of perceptaal relationships that hold among a set of vowels. A triad-
ic comparisons procedure was employed to collect those data in the présent
experiment. That procedure Wwas chosen because it had prov.n useful in previ-
ous vowel research. Mire than a decade ago, Pols and his associates (Pols,
Tromp, & Plomp, 1973} Pols, van der Kamp, & Plomp, 1969) assessed the per-
ceived vowel gualitv of spectrally-constant speechlike sounds by requiring
that subjects compsre triplets of stimuli on a trial. Specifically, subjects
were required to judge which two members of 3 triplet sounded most alike to
them and Jhich two least aliké. They then proceeded to a new triplet and,
over trials, judged all possible.stimulus combinations. This procedure yield-
ed reliane data that were interpretable, both from a linguistic standpoint
and with respect to acoustic properties of the stimuli. Others (Singh &
Woods, '1970; Terbeek & Harshman, 1971) have since employed the triadic
comparisons method in vowel perception studies and obtained equally satisfac-
tory results. It was used here to compare the perception of isolated vowels
with that of vowels in a consonantal context (/dVd/).

Method

Subjects. Twenty-three subjects, randomly selected from a pool of indi-
viduals registered with the Haskin- Laboratories in New Haven, Connecticut,
were paid to participate in Experiment 1. All of them were native speakers of
English.and none had any history of hearing difficulties. It was ensured that
they had no prior knowledge of the purpose of this study or the design of the
experiment. Twelve of the subjects were assigned to the isolated-vowels
conditidn of the experiment, eleven to the consonantal-context condition.

Stimuli. The stimuli were natiral productions of tenyAmerican English
vowals:: /i, 1, ¢, 4y A, a, 9, 0, u, u/. A single male tplker, who spoke a
General !American Dialect, recorded these vowels in each off two coutexts: (1)
in the ‘trisyllable frame /hadVds/, where the second syllable (/dvd/) was
stressed; and (2) in isolation. The /dVd/ consonantal frawe was chosen be- -
cause it imposed certain coarticulatory constraints on the talker. In order
to produce initial and final /d/ consonants, the jaw musi be c¢losed and the
tongue tip sealed against the back of the teeth. Articulation of the syllable
vc .el, Which likewise requires an appropriate parameterization of the tongue
ar ° jaw, must therefore be coordinated with ‘that of the consonants. Presum-
ably owing to these coariiculatory constraints, there often 18 a substantial
degree d4f ascoustic modulation associated with /dVd/ syllables. The stressed
.arget syllibles were flanked by destressed syllables (/ha/ and /9/) to ensure
th theic0usonanta1—context stimuli would not be meaningiul words in English.

‘ While seated in a sound-attenuated room, the talker produced several to-
kens of - each vowel in each context. These productions were tape recorded,
low-pags filtered at 5 kHz, digitized at a sampling rate of/ 10 kiz, and stored
in separate computer files. Two of the tokens of each vowel were used in the
experiment. In all cases, these were the first two tokens produced unless
some sort of articulatory anomaly such as vocal fry or "breathiness™ was audi-
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- ble. When an anomali was heard in one of the first two tokens, it was re-

placed by the third, and .if thz: was anomalous by the fourth and 3p on.
Acoustic analyses revealed that the stimuli selecteu by this procedure were
acoustically "normal," in that their spectral aind tesporal characteristics
were stch as might be expected on the basis «f data -eported by previous
investigators (e.g., Lehiste & Peterson, 1961; Peterson & Barney, 1952).

Procedure

Instructions. At the outset, it was explained to subjects that the . task
would be to compare their perceptions of several different vowel svunds.’ It
was also expidined that they were to base the couparison on inguistic aspeots
of. those sounds. The ‘individual subjects were left to Jdefine their ownh eri-
teria for tne linguistic aspects. They were, however, given the following
fxample as an aid: B '

{ If a vhild and an adult were both to say Lhe vowel /i/ or the word /did/,-

you would Surcly hear some differences between the vowel sounds. The
child's vowels would doubtless be softer, higher in pitch, and so cn. On
the other hand, the /i/ vowels produced by the child and the sdult would
also have something in common, a quality or qualities that distinguished
them from other vowels like the /e/ in /ded/ or the /1/ in /d18/. These
are the gualities that you should attend to in this experimept.

~ ) .

Triadjc comperisons. As indicated,éarlier, the specific task get for
subjects was that of comparing triads ¢ stimull. On each experimen.dal trial.
three vowel: were randomly selecteJ for pre: »ntation from the set of “ten al-
ternatives with the constraint that the particular triad chcsen had not oc-
surred on aay previcus trial. A “ubject was allowed *o listen to thesSe three
voWwels in any order and any number of times with the goal of reporting which
twq of the three sounded most alike and which two ieast alike. Over the
course uf the experiment, listeners judged all possible triadic combinations
of the.ten vowel alternatives (120 possibilities).. Note thut this meant that
every vowel pair vas, over trials, judged in relatior to every other vowel in
the 3et.

Data were accumulated over trials according to the following scoring prec-
cedure: vowel pairs judged most-alike were assigned +1 scores and those
judged least-alike =-' scores. In this way, a matrix of deca indexing the per-
ceived relat.onships among the ten vowel alternatives was ob.wined for each
subject. The matrix for a subject who rated vowels in consorantal context is
shov+ in Taole 1 for purposes of example. d

One of the virtues of the triadic-comparisons procedure was that f¢
placed minimal memorial demands on Suhjects, since only three stimuli hagd to
be dealt with on each trial and these¢ could be played and replayed in any ord-
er as needed. 4 Second virtue was that %he self-paced nature of tLhe 7rocedure
min.mized the time pressure felt by subjects.’

Familiarization with the equipment and procedures. A complete testing
session took about two hours. Roughly thirty minutes of that time was devoted
to .amiliarizing subjects with the equipment an< procedures used to pressnt
the stimui!{ ard record the responses.

i
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Table 1

Similarities matrix for a subject who rated vowels in consonzntal context

i 1 g 2 A a 2 2] Ll v
1
r 6
€ =2 2
= - -] 5
A -2 -4 7 1
a -8 = 1 g 1
3 -5 -3 0 1 4 5
o -6 -5 -2 0 2 -3 3
v -5 1 3 -1 5 -2 1 3
u -3 -2 2 -1 1 -1 -l 3 8

The subjects were tested individually. Each was fitted with headphones
and Seated in front of a computer terminal that was housed in a
sound-attenuated room. Three of the keys on the terminal triggered presenta-
tion of the appropriate stimuli for each triadic trial. After a Key¥ was
pressed, the corresponding stimulus was presented through headphones at a
comfortable listening level. The most-alike and least—alike response choices
were entered via a different set of Keys on the terminal. Once these choices
had been made, the system advanced to the next trial.

The equipment and testing procedure were demonstrated to Subjects over a
series of training trials. There were between 15 and 25 such trials depending
on the individual. Each training trial comprised a different tr.adic combipa-
tion of stimuli sampled from the set of 120 possibilities. For the first few
such trials, the experimenter operated the equipment, q;reoting the presenta-
tion of stimuli and entering response choices. Afier that, control was passed
to the subjects and they paced themselves. They were invited to ask questions
about all aspects of the procedure. The testing session was begun only after
subjects had both demonstrated competence in operating the equipment and ex-
pressed confidence about understanding the perceptual task.

Analysis of the Daza _ ¥

To allow for a direct comparison’between conditions, a single individual
differences Scaling analysis was carried out on all subject daty from the iwo
experimental conditions combined. The fundamental modeling assumption of
individual differences scaling. is that when Jjudging the same et of stimilus
items, all subjects will make reference to the same perceptual dimensions.
Subjects may differ from one another in terms of the relative weight (sali-
ence) that they attach to those dimensions, but the cannot Aiffer in terms of
the identity of the dimensions themselves (Carroll & Chang, 1970; Wish & Car-
roll, 1974).
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Consistent with this assumption, the scaling solution has two components
that, together, optimally account for the data structure of the individual
subject matrices. The first component, called a group space, is a model of
what the subjects have in common. The axes of the group space gre the shared
perceptual dimensions, and these inde¥ a set of appropriately positioned

points representing the stimulus ‘tems. The second component of the scaling .

solution is o weight space, which syecifies the relative salience that the
several dimensions of the group space have for each subject. More formally, a
subject's weight for a particular dimensior reflects the amount of variance in
her/his data that e¢an be accounted for in terms c¢f that dimension. Together,
the set of weightf index a subject's location in the weight space.

4 noteworthy property of individual differences scaling is that it dic-
tates the orientation in which the scaling solution must be interpreted. When
attempting to relate the solution to potentizlly relevant factors, an investi=~
gator is obliged to maké reference Lo the shared perceptual dimensions. These
dimensions enjoy a priority because they are the ones that account for the
greatest percentage of variance in the several subjects’ data. The presence
of this interpretive restriction sets individyal differences scaling apart
from other variants of multidimensional scaling™ and strengthens claims that
the dimensions of its scaling solution have some psychological reality (Car-
roll & Wish, 1974; Kruskal & Wish, 1978; Wish & Carroll, 1974).

It has often been pointed out {e.g., Kruskal & Wish, 1978; Wish & Car-
roll, 1974) that since multidimensional scaling methods are intended to aid in
the description and understanding .f data, evaluation of the "correctness" of
various scaling decisions must be based on considerg}ions that are substantive
as well as statisticas. The substantive considerations have to do with such
factors as the interpretability and stability of results, the statistical with
the goodness-of-fit between model and datpa. On the basis of these considera-
tions, it was determined that the present data were most appropriately mod-
eled: (a) in three dimensions; and (b) at the crdinal ;cale of measurement.

Dimensionality'gg the space. With 1individual-differences scaling, a

commcnily used index to goodness-of=fit is the percentage g; variance accounted

for (VAF) in the several subjects' data (s€€;.for example, Carroll & Chang,
1970). Increasing the number of dimensions will inecre&ase the VAF andex,
since the model has added degrees of freedom with which to fit the data.” The
gasns tend to diminish exponentially, however, and each new increment must be
weighed against the substantive considerations mentioned earlier (interpreta-
bility and stabflity). Figure ? displsays the VAF function for the Present da-
ta when modeled in two to five dimensions. The exponential nature of the
function is clear. There is a relatively large increment in VAF for the shift
from two to fhree dimensions, a much smaller one for the shift from three to
four dimensions, ang a negligibtle decrement (se¢ footnotes 3 and 4) for the
shift from four to five dimensions.

On the basis of these statistical data, at least, it appears that three
or perhaps four dimensions would be the appropriate modeling choice. In the
former case, 70% of the variance would be accounted for, in the latter, 72%,
The three-dimensional solution was chosen cver the four-dimensional for
two reasons: First, as will be seen shortly, all three of the dimensiogs are
linguistically meaningful and therefore interpretable, and second, they are
stable in that they emerged, as well, fiom analyses of individual subject data

~
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Figure 1. Percentage of variance in the perception data accounted for by

modeling in from two to five dimensions.

collected in a memory experiment (Experiment 2) and from separate analyses of
the two perceptual conditions of this experiment.

Nonmetric scali_g The decision to.model these data at the nonmetric
(5.2., ordinal) scale of measurement was bas2zd on two considerations. The
first Was simply that the subjects' task was to make ordinal Pperceptuel judg-
ments. Cn- each trial, it was required that they identity the mrst-alike and
least-alike vowel pairs, but it was not required that they quantify the
strengths of those pairwise relationships. It is true that by summing over
trials some quantification was arrived at, but it was felt that the mcst con-
servative treatment of these data was to model their ranks.

The sccond reason for operating at the nonmetric ascale has to do with the
stability of the modeling outcome. The metric/nonmetric distinction made rel-
atively little difference with respect to the present data, but it greatly
affected the outcome of modeling the results of a memory experimept (Experi-
ment 2) that was run, in part, to clarify the findings of tle prescat
perceptual experiment. This point will be discussed in greater detail later
(see the section on Analysis ¢f the Data of Experiment 2). For now, it is
enough to note that a nonmetric scaling of these data revealed structure that
was stably present for both of the conditions of Experiments 1 and 2.
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Results

Group space. The group space for all subjects (isolated-vowels and
consonental—context conditions combined) i3 shown in Figure 2. Dimension- 2 is
plotted against dimension 1 in the top half of this figure, dimension 3
against ! in *he bottom half. These dimensions are orthogonal to one another
and can be considered independently. To do this, 1t 1is useful to "project”
the poinis visually onto each axi$ and consider their ordering. In this way,
1t was determined that each of the dimensions of the group space corresponds
closely to & traditional feature of 'linguistjc description for vowels. Dimep-
sion 1, ‘for instance, corresponds to a feature linguists have variously called
advancement, front/back, and grave/acute. After Singh and Woods (1970), the
term advancement wili be used here. This feature distinguishes vowels such as
/1,1,e,#/ (seen to "project™ onto the lower end - of dimension 1) from other

voWels such as /a, a, 2, o, v, u/ {(which "projeet™ onto the upper end of the-

dimension). Dimension 2, 1in turn,}ﬁorresponds to what has been called the
height or compactness feature (height/will be used here), and dipension 3 to
tenseness or length {tenseness 1s the term that will be used). {See, e.g.,
Hockett, 1958, Jakobson & Waugh, 1979, Ladefoged, 1971, 1975, for romprehen-
sive reviews of the vocabulary of V¥owel feature description.)

These features repeatedly surface when linguists try to document various

glish, though generally unawapé of 1it, observe a grammaticicl rule for vowel
usage that respects the tenseness ‘eature: In English, words can end with
"tense™ vowels like /1, o, u/ (there are words like "he," "go," and "you"),
but they cannot end in "lax" vowels like /1, £, u/ (there are no words ending
in the vowel soinds heard in the middle of words 1like "hii,"™ "bet,” and
"book"). English speakers must be at least tacitly gware of this rule, since
they respect it when creating new words for the langugge. There &dre countless

. other instances of linguistic behavior that 1s systematically related not only
~ to the tenseness feature but to the advancement and height features as well

(see, e.g., Jakobson & Waugh, 1979).

There is, as well, some evidence to support the claim that all of these
features play a perceptoal role {e.g.,- Hanson, 1967; SHepard, 1972; Singh &
Woods, 1970). The present results are both consistent with sucth a claim and
particularly compelling in this’ regard given the nature of the scaling analy-
sis that was employed here. Individuil differences in the several subjects'
data provided information that allowed for a nonarbitrary determination of the
dimensions of the group space. Those dimensions shown in Figure 2 are the
three that optimally accounted for the variance in the linguisiic judgmwents
made by the subjects who participated in Experiment 1. The fact that each of
those dimensions, 1in turr, corresponds closely to a 1linguistic feature,
strongly suggests that those features have some shared perceptual significance
among speakers of English (see Rakerd, 1982, for an expanded consideration of

this point).

“

Weight sgice. The concern in this section will be to look at 1individual
differences in weighting of the dimensions of the group space, and, in partic-
ular, at differences between the isolated-vowels and consonantal-ccntext sub-
jeets. ' The welght space for all sutjects 1s shuwn in Figure 3. Weightings
for dimension 2 are plotted against those for dimension 1 at the top of the
figure; dimension 3 weightings are plotted against dimension 1 weightings at
the bottom. Each O represents an individual from the isolated-vowels condi-
tion, each X represents an insividual from the consonantal-context condition.
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., The first thing to notice in this figure is that the X's are more tightly
grouped than the O0's in both the dimension 2--by-~aimension 1 and dimension
3--py~-dimension -1 planes. This indicates that there was less variability
among consonantal-context subjects than there was amoug- isolated-vowels sub-
Jects. In order to assess the statistical significance of this difference, a
variance ratio {Snedecor’s E) was calculated for the three~dimensional space
as a-whole. For each condition the variance in three-spece was determined as
follows. First, the centroid, or average subject weight was located in the
space. Then, the distance from this gentrof? was calculated for each subject

according to the Pythagorean theorem.  And finally, the average squared dig-

tance was computed as the measure of variance. This measure is s}rictly anal-
0goUs to the variance statistic (sigma squared), which is the average squared
deviation about .the mean for a set of numbers. The difference in variability
between the two experimental conditions was ip fact’ significant, E{11,10). =
3'21! B < .05. - -

, It was observed, then, that in a perceptual task in which listeners were
asked to relate a set of vowel sounds on the basis of their linguistic
qualities. there was significantly greater afréement among individuals who
heard vowels in a consonantal contéxt than there was among those who heard

isolated vowels. It can be inferred from this that the subjects employed .

somewhat different perceptual strategies in the two conditions. This, in
turn, suggests the peed for caution in generalizing from what is inown about
the perception of isolated vowels to the perception of wvowels in context, .a
generalization that bhas often been made in the past {(e.g., Chiba & Kajiyama,
19585 Jons, 1948). Also, it weculd seem to warrant a methodological caveat

. for those who do vowel research in the future: name:ly, that they would ’do

well to look at vowels in consonantal context. Given the importance of these
implications. it was deemed appropriate to look at the stability of thisy re-
sult, and to ensure that it was not an artifact of the scaling procedure.

Regarding scaling, it is noteworthy that part of the variability in the
weight space reflects differences in the goodness-of-fit between the scaling
model and the individual data. Subjects ghose data were well 'fit by the model
lie further from the origin of the space (in some direéction) than do thoge
whose data were poorly® fit. It may De that the observed condition difference
in- variability was, in fact, a difference with ‘respect to goodness-of-fit.

" One reason for believing this was not the case,” however, is thgt. Qn average,
the subject data in the two conditions were about equally well fit by the mod- "

e€l. The average VAF for the isolated-vowels condition was 71%, and that for
the consonantal-context condition was 69%, a difference that did not even ap-
proach sifnificance. . "

Whether goodness-of-fit was signifincantly different for the two‘groups cr
not, it was certainly a source of variation that is of limited interest here,.
Therefore, the data were transformed tb "factor out™ i%¢s influence. A ~ib-
ject?s weight on a dimension is 'the square root ©f tie percentage of variance
accounted for by that dimension. The total variance accounted for {(VAF) can
thus be computed for any individual by squaring the wéights and summing over
all three dimensions. DBetween-subject differences ip goodness-of-fit can, in
turn, be compensated for by normalizing the data Wiph respect to this VAF val-
ue. The most straightforward strategy for doing this is o divide a subjects'
squared dimension weights hy VAF and to take the square roots of Lhe resultant
dividends to be the adjusted weights. )
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These new values index subjects in the weight spsce shown in Figure 4.
It can be seen to reflect statistical compensation for goodness~of-fit differ-
ences between subjects, in that the original weights {(shown in Figure 3) ‘Have
been "compressed” along lines extending out from the origin of the spasze. De-
spite this compensation, the condition difference in subject variability re-
mains significant, F(1! 10) = 3.18; P <. 05,

It proves to be the case, then, that even when individual diffe&ences in
the goodness-of-fit of the model are factored out, there remains a significant
difference between the two exper?mental conditions with re®pect to the sudject
variability in the weight space.’' This findinyg clearly supports th: view that
vowels are perceived significantlys differently in consonantal context than
out. It also hints at the nature of the difference, at least r the present

experiment. The task set for subjects was to relate a number of different .

vowel Sourds on the bdasis of their linguistic qualities. Subjects who heard
vowels in /dVd/ consonantal context exhibiteﬂ significantly greater agreement
as to what those linguistic relaticns were'than did their counterparts who
heard isolated vowels. Thus, it can be said that one of the effects of con-
text was to stadilize linguistic judgments across subjects.

It is useful to take note of the nature of the stability; the consonan =
tal-context subjects clustered toward the center of the weight space, which
indicates that they attached roughly equal weight to all three linguistical-
ly~meaningful dimensions of the group space. * Notice that this need not
necessarily have bhéen the case. Between-subjects agreement wotld-have been
equally high for this condition had the clustering occurred out near one of
the "ecorners" of the “weight space, wherelipon one or another of the perceptual’
dimensions .could have been said to predominate. It turned out, however, that
all three, of the dimensiona had substantial perceptual import for consonan-

‘tal-context subjects.

The situation was markedly different for the isolated-vowels subjects.‘

While several .members of that group were positioned near the center of the
weight space, most of them were in more "extreme" locations. The dats for
this latter group were largely avcounted folfin “.erms of perceptual sehsitivi-
ty to Just one or two of the linguistic dimensions. And it should be noted
that the one or two dimensions that predominated were different for different
individuals. Thus it can be seen that isolated-vowels subjects were net con-
strained to perceive the stimuli in terms of the full set of linguistic dimen~
sions. To the contrary, they attended to the dimensions in a piecewise
manner, while the consonantal-gontext subjects integrated the dimensions in a
more linguiatically-appropriate way. )

mmary. The individual differences scaling analysis revealed two - ways
in uhich vowels in consonantal context can be said to have been perczived more
linguistically ‘“than isolated, vowels, First of all, judgmpnta about the
linguistic qualitiés of vowel sounds were significantly more stable across
subjects when the vowels were in context. And second, three linguistical-
ly-meaningful dimensions of vouels were more integrated in perception when
voWels were in” context.’
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Discussion

How is this effect of aonsonantal context to be understood?'gt will be
argued that, broadly epeaking, there are two classes of accounts that might be

prought to bear to-explain it and that the results of Experiment 2 lend at .

least suggestive support to one over the other. The first class, which will

"be called kKnowledged-based accounts, turns on a subject's understanding .of

certain regularities in the occurrence of vowel categories. The secord class,
called stimulus-based accounts, turns on & subject'’s sensitivity to properties
of the stimuli themselyes. To illustrate the diifering character of knowl-
edge-based and stimilus-based accounta, several: exatples of each ‘are provided
below.

g

-

Knowledge-based accounts. Ope plausible example of a knowledge~based ac-
count is motivated by the fact that ip English vowels most generally occur in
sone consonantal context. The context condition of the,gresent experiment
might therefore be expetted to engage linguistic processing most effectively.

Such an argument is encouraged by the observation that frequency of occurrence

does positively affect performance on a number of other indices to language
skill, such 33 the reaction time to identify a word as being in one's lexicon
(Forster & Chamber.oz??B) On the other hand, & wealth of linguistic Dhenome-
na resist explanati in such terms. Witness, in this regard, the fact that
readers’ of ‘Japanese npame colors more rapidly when they are written in kana (a
representation of the phonologi¢ structure of the language) than in 1 (a
logographic_representation) even though the latter form is aseen much more of-
ten (Feldman & Turvey, 1980) . .

A knouledse-based account of a rather different sort could draw on the
faQP that certain phonological rules for vowel Usage are specific to consonan-
tal” context. One such rule that has already “een méntioned is that "tense"
vowels can occur at the ends of syll_ablea but "lax™ vowels cannot. 4 listener
asked to make judgments about the lingu:stic Qquality of vowel sounds might
therefore have a difficult time with an isolated "lax™ vowel like /I/, since
no such isolated vowel is allowed in English. Singh and Woods (1970) advanced
Just such an argument to account for the fact that they found no evidendge that
tenseness had percepkual signilicance for listeners who rated the relative
similarity of a set of isolated American English vowels. On the basiz of the
present findings, however, that failure migh. possibly be attributed to the
fact that those investigators averaged their data o¥-r subjects prior to scal-
ing. For certain isolated~vowels subjects in the present experiment, the
tenseness dimension was particularly salient. For others, however, it had

"little or no salience. Averaging over all Subject3, then, could~"wash out"

any statistical evidence of the significance of the tensene-s3 feat

Invastigators (Assman et al., -1982; Macchi, 1980) have also pointed to
this phonological restriction on isolated vowel usage as a pOtential explana-
tidh for the recurring observation that vowels can be identifiad more
accurately in consonantal context than out (e.g., Gottfried & Strange, 1980;
Strange et al., 19763 Strange et al., 1979). This cannot explain the phénom=
enon in fullyi however; since Strange et al., (1979) have alsc observed a
consonantal influence in CV syllables (e.g., "be") ip wnich "lax” wowels are
as phanologically impermissible as they would be ip 1aolat@on.
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T Whatever the Outcome of these individual débates, tne tenor of this sort
of knowledge-based account 1% clear: to the degree tnat listeners are sensi=
tive (elther conselously or unconsclously) to the fact that a phonological

’ rule «of English proscribes the occurrence of certaln vowel sounds in 1sola=
. tion, those listeners’ linguisfic judgments may be affected.

Rsceutly. 1t has been shown that a knowledge of how speech sounds are
written may have an effect a8 weill. For lnstance, listencrs will more rapidly
detect the rhyming quality of spoken words when.those words are spelled alike
(e.g., "fight"/"right") than ~when they are not {"you"/"two") {Seildenberg &

g ‘Tanenhaus, 1979). It 1is perhaps relevant,then, to note that the sunhjects 1in
the present experizent were liiterate- and »therefore had had a great deal of
experienge in reading and writing vowels.: 'In-at least one previous study
(Dieh) et al.; 1981) it has peen suggested that such experier.e can lead to &
perce'ptual bias in -favor of consonantal context.

Knowledge-based accounts of the consonantal inflsetice have in conﬁén the
fact that they look to- a subject's long=term €xperience with stimuli of a
Particular type.~ Stch accounts would have 1t, for example, that extended
’ acquaintance with (requently cocurring items, or with certain phonological or
" orthographic regularities regardi®g those items,, explains the perceptual ef=
fect that wes observed in Experiment 1, Thus, the "locus" of knowledge-based
¢ effects.is at some remove from immediate stimulatign. -That is to say, these
accounts have mich more to do with the sorts of accumMulated knowledge that
Cmignt be brought fo bear in processing stimilus information than they do with
‘ the inférmation itselr. Hot So the more stimylus-based acoqunts that will now

be considered. % . . c

& .
Stimulus-based accounts. As examples of stimuluj-based accounts, consid=
. er two thmt are motivated by the fact that {as 1s typically the - case) the
1solated=vowels stimulli tended to exhibit relative. spectral- constancy over
their course {only the vowels /o/ and /u/ were-noticeably diphthongized),
while the vowels in /dVd/ context tended to be marked by more or less continu-
ous formant frequency change.

. One reason why formgnt change may have been the source of the- enhanced
linguistic processing for vowels 1s that "its presence. or absence may ' have
differentially affected the duration of a vowel's representation in what have

o been called auditory and phonetic memory stores. By hypothesis, the former
preser ves ‘a relatively unprocessed "peural analog" or the acoustic signal and
, the latter preserves features of the- input that are 'specifically relevant to
" speech. Fujlsakl and Kawashima (1969, 1970; see also Pisoni, 1973) have
pointed to the g ifferential presence of vowels and consonants 1n these
memories as a potential psychoacoustic basis for the observation that the
former (particularly isolated vowels) tend to be less categorically percelved
than the latter (Fr), Abramson, Eimas, & Liberman, 19627 Pisoni, 1973). The
present argument would simply extend this reasoning to a perceptual difference
that holds between two claases of vowels, those in and out of consonantai: con-
text.

@ . An alternative reason why formant change might be expected to engage
linguistic processing particularly effectively 1s that properties of the
speech signal are, most generally, dynamic in character {(Liberman, 1982).
¢ This 1s a consequence of the fact that the several segments of an utterance
tend to impose competing demands on the artivulators, making it necessary for
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talkers to interleave their productions in a series “of rapid articulatoryWges-
tures. By the laws of physical acoustics, these geatures result in &n assort-
ment of dynamic modulations of the signal. Cwing *to this fact, a speech.
perceiver mfght be expected to be particularly attuned to any sort of acoustic
change.

\

Though other stimilus-based accounts might be advenced, it should be ap-
parent from Jjust these that the focus of zll such accounts will be .8n some
acoustic property or properties af the stimulus set.

Bow to gdistinguish between the two classes of accounts. An essential
difference 'etween knowledge-based and stimulus-based accounts has to do with
the degree to which they refiect a sensitivity to .propérties of the stimula-

’ tion. - Since knowledge-based fact.or' turn on long-term experience with stimuli
. of a type, they should be relatively little affected by the immediate experi-
’ ence obtained through any particulir encounter with a “stimlus. Stimue
lus~based factoreg, hy contrast, are expressly defined in terms of stimylus
properties, I% should_ be possible, then, to gain scee eyidence as to the
"locus"™ of the consonantal influence observed here by looking at a case in
: which the relative contribut{on of jmmediate stimulation  is reduced. If
knowledge-tased factors were critical to the present result, they should be
expected ‘to be manifest there as well. If, instead, stimulus-hased factors
were most important here, the consonantal influence should be diminished.
Experiment 2 provides a case relevant to these predictions.

Experiment 2

In this experiment, subjects’ memories for vowel sounds were examined
with a procedure analcgéus to that employed in Experiment 1. The subjects
were asked to imagine vowels—as cccurring in isolation ow in “/dVd/ con-
texta—and to make Jjudgments about the Iinguistic relationships among the im— .
ages. It was expected, first of all, that an analysis of these Jjudgments
might help to clarify the results of Experiment 1. There it was found that
the presence. of consonantral context had the effect of evoking somewhat more
linguistic perceptuai processing of vowels .han occui "ed in its absence and it
was «oncluded that while a number ot different accounts of this effect could
be nut forth, broadly speaking, these either turned on various properties of
the stimuli ‘themselves or on properties having more to do with the occurrence
and recurrence of vowels as meaningful categories in Engiish. If these lat-
ter, more knowledge-based fadtors are the critical ones, then it might be
expected that the presence or absence of consonantal context would affect the
out come of this memory experiment no less than it did that of the perception.

. experiment, becaus® vowel usage rules, orthographic regularities of vowsl
tranycription, and so on remain in force here. On the other hand, to the de-
. gree that stimulus properties are critical to the effect, the condition
difference should be reduced here {or perhaps eliminated) since vowel memory

is at some remove from the acoustic stimulation.

LY
[

The results of this second experiment could also prove useful in a aecond
way: they could point to the dimensions of organization for subjects’
. long-term memorial reprezentations of wvowels., A questior arises, for
“instance, about the number of such dimensions. Are there three as in Experi-
ent 1, and if so, are these the same three linguistically-meanirgful dimen-
sIons that were found to have perczptual import? And it ®may be asked whether
the same dimensions are utilized in the same way by different subjects.
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Hethod

Stimuli. The stimuli for Experiment 2 were written analogs of the spoken
stimuli used in Exps-iment 1. - That i$ to say, they were orthographio
representations of bpth isolated vowels and vowels in a trisyllabic frame in
which the medial syllable was stressed /dVd/. The stimulus set comprised the
same, ten vowels that were used in the perception experiment. Tabl¢ 2 presents
a summary of all stimuli.

Table 2

Stimuli for Experiﬁent 2. IV = isolated vowels, /dVd/ = vowels in consonantal
.context,

s

"Spellings" English Exemplars
Vowel v /gy 1 2 3
i EE ADEEDA eat heel brief
1 IH ADIHDA it him " brim
€ EH ADEHDA egR hen bread
2 AE ADAEDA at ham brash
A UH ADUHDA up hull brush
a AH ADAHDA odd hop brorze
2 AW ADAWDA ought haul brawn
) CH ADOHDA oat home broach
v uy ADUUDA oomph hood brook
u 00 ADOODA ooze hoop broom

" +

4
In English orthography there are numerous ambiguities with respect to the
spelling of vowel sounds. The letters "00,™ for example, stand for the vowel
/u/ in the word "tool™ and- for /u/ in the word "bocok."™ There are indicaticns
that these spelling ambiguities can affect listeners'® perceptions of vowels
(Assmann 2t al., 1982) and, while the present experiment was not strictly
perceptual, it was thought advisable to devise vowel spellings that were
unique to each sound. These are presented in the second and third columns of
Table In all cases the vowels were spelled with two-letter sequences.
These sghuences were presented alone for isolated vowels and embedded in the
frame AD_DA for the triayllablea. In the latter case subjects were told to
read each stimulus as “three-ayllable nonsense word, the first and last syll-
ables of which consisted- unatresaed schwa (/2/) vowels and the middie syll-
able of which was a stressed /dVd/. ) ;
¢ |
Subjects were familiarized with the new 'orthography with the aid of a
training sequence. This sequence paired each written vowel iorm with three
English monosyllabic words containing the vowel 3oynd that the form was meant
to represent {see Table 2). These words were selected so as to be similar to,
but distinct from, brth the isclated and /dVd/ contexts employed in. the
experimental test.

-
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The test series consisted of triads of stimuli presented in three adja-
cent columns. All possible triadic combinations of the vowels were included
i each series. The order of occurrence of triads was randomized, as was the
assignment of the words of each triad to the columns,

Procedure

Instructions. As nearly 33 possible, the instructions for Experiment 2
paralleled those for Experiment 1, It was: explained to subjects that their
task would be to imagine a numer of different vowel scunds atd to make
linguistic comparisons.of the images. A gsense of what 1t would mean to make
linguistic comparisons was again provided by the example of distinguishing an
adult's and a child's .productions of the vowel /i/ from their productions of
vowWels such as /</ and /1/ (see the Instructions section of Experiment 1).

The triadic comparisous testing procedure was explained in detail. Sub~-
jects were told that they would be glven a test series {either the isclat-
ed-vowels series or the consonantal-context series) and a cover Sheet. The
cover sheet had a small slit cut in it to allow the viewing of only one test
line (a trial) at a time. The procedure was: (1) to move the cover sheet
down the test page. thereby exposing the three stimulli of a trial; (2) to
make a triadic comparison among the images of the three vowels represented on
the line; (3) to write down the columm numbers of the most-alike and
least~alike vowel palrs; and {4) to proceed to the next trial. It was empha~
sized to subjects that they were under no time pressure. To the contrary,
they were instructed to proceed at whatever pace they found comfortable, with
the constraint that they not look back at any trial once it had been complet~

ed.

Orthographic training and administration of a pretest. Prior to the
test, subjects were given extensive work with the orthcgraphic training se-
quence., The experimenter first read the sequence aloud, pointing cut poten-~
tial errors to be avolded. Next, subjects were allowed to ask guestions about
the spelling:s and then the sequence was read alcud a second time. Finally,
the subjects were toid to study the sequence on their own for as long as was
needed to commit the spellings to memory.

At the end of the individual study sessions and before the actual tesat
series were presented. the subjects were asked to complete a pretest designed
to assess competency with the new orthography. The pretest was-straightfor-
ward: Subjects were presented a randomized list of written vowel stimuli and
asked to give three examples of English words that contained the vowels
indicated. The examples they gave had to be different from those used in the
training sequence. Subjects' test results were omitted from the dala analysis

if they made more than one error on the pretest.

Subjects. Thirty~three undergraduates, errolled in an 1introductory
psychology course at the University of Connecticut, participated 1in the
experiment for course credit. These individuals were native English speakers.
They had no prior knowledge of either the purpose of the experiment or its de-
sign. On the basis of their performance on the pretest, 3six subjects were
eliminated. Twelve of the remaining 27 subjects were in the isolated-vowels
condition, 15 were in the consonantale-ccntext condition.
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Analvsis of the Data

Since Experiment 2 was designed to test subjects' memories for vowels in
a way that paralleled the perception test of Experiment 1, there was reason to -
expect that the most appropriate scaling solutiorn for the present data might
be the three~dimensional one that appearsd earlier. After various modelirg
alternatives were examined, it was concluded that, with one methodological
etception to be noted below, this was in fact the case.

Dimensionality of the space. The percentage of variance accounted for
was computed as a function of the number of modeling dimensions. This func-
tion had roughly the same shape as {its counterpart in Experiment i, an
observation consistent with the expectation that a three-dimensional modeling
of these data-might prove as appropriate here as it did in Experiment 1. The
VAF comparison with Experiment 1 also showed that at each dimension level
these memory data were somewhat lesa well fit by the model than were the
perception data, which is to 38y t e data were somewhat "noisier" here.
This is not surprising. In the perceptioljest, the items presented to sub-
jects were highly familiar ,(spoken English %ewels) and were, in fact, the
perceptual objects of interest. Here, by contrast, the items presented were
rather unfamiliar vowel spellings, which only mediated contact with the memory
images that were the true objects of study.

Nonmetric scaling. It has been pointed out that the stability of a
modeling outcome must be considered when making decisions about scaling (see
Wish & Carroll, 1974, for a discussion of this point). With respect to the
predent study, this consideration bore most directly on the decision to per-
form nonmetric individual-differences scaling, as against a more commonly used
metric procedure such as INDSCAL (Carroll & Chang, 1970). For certain of the
analyses of Experiment 1 in particular, the metriﬁ/nonmetric modeling distinc-
tion made little or no difference in the outcome. However, this could not be
said to be the case in Experiment 2; modeling these data at the metric scele
resulted in an uninterpretable group space. At the nonmetric scale, on the
other hand, the group space was not only interpretable, but was quite evident~
1y related toc the group space of Experiment 1.

This perception/memory difference in what might be called "measurement .
level™ may be interesting in its own right. It suggests that the memory space
for vowels i3 a sort of nonlinearly transformed version of the perceptual
space. Interval relationships among the vowels hold in perceptual space but
not in memory. On the other hand, the relatively noisy character of the memo-
ry data has already been noted, and the "measurement level™ difference between
the perceptior and memory experiments may sSimply reflect task variables.
Whatever the true state of affairs, the approach taken in this study has been
to model all data at the more conservative nonmetric level.

Starting configuration. It proved to be the case that the three dimen-
sions of the group space could not be interpreted as originally modeled. They
neither corresponded to the linguistic features of advancement, heignht, and
tenseness a3 they had in Experiment !, nor to other recognized featires of
articulatory or acocustic description for vowels. This was equally the case
for the two- and four«dimensional g&roup spaces.
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The scaling procedure was therefore rerun in three dimensions with the
group space of Experiment 1 taken as a starting configuration.” This was, in
effect, a test of the appropriateness of that earlier group space as a model
for memory data structure. It did prove to be an appropriate model, as evi-
denced by the fast that it fit the memory data nearly as well as had the
original, uninterpretable, three~dimensional solution (mean VAF was 59% with
the starting configuration, 61% without it),

Results

Group space. The group space for all subjects who participated in the
two conditions of the memory e¢xperiment is shown in Figure 5. It is quite
evidently similar to the group space for Experiment t (Figure 2). In the di-
mension 2-by-dimension 1 plane, only the vowel /a/ has shifted its position
substantially: it is "higher”™ and more "fronted”™ in the present analysis. In
the dimension 3-by-dimension 1 plane, the only vowels that moved noticeably
are /xa/ and /a/. The former can be seen to have taken on a dimension 3 valiue

" that is somewhat more "tense,™ the latter one is more "lax."” These shifts do

not substantially alter the overall configuration, however. On the whole,
then, it can be said that this combined group space for the memory experiment

. doez not differ substantially from that for the perception experiment. In

both cases, the non-arbitrary axes of the space correspond to the linguistic
features of advancement, height, and tenseness.

Weight space. Since the group spaces are similar for Experiments 1 and
2, it is interesting to see how the weight spaces compare. Indeed, a primary
motivation for carrying out Experiment 2 was to determine whether the c¢ondi~
tion difference in dimension weightings seen for perception would be manifest
in memory as well. A look at Figure 6, which displays the combined weight
space for Experiment 2, indicates that it was not.

In Experiment 1, subjects in the consonantal-context condition were con-
sistent with one another in attaching substantial weight to all three
linguistically-meaningful dimensions of the group Space, while isolated=-vowels
subjects were quite variable, with different individuals weighting different
dimensions disproportionately. Here, by contrast, subjects in both conditions
behaved in a fairly comparable way: they clustered toward the center of the
ueiqﬂt space {roughly as did the consonantal-context subjects of Experiment
1). It turned out that isolated=vowels subjects were, if anything, less
variable In exhibiting this pattern than were their consonantal-context
counterparts-~the opposite result from that observed in Experiment 1. (This
trend was not significant in the original weight space shown in Figure 6,
F{i4,11) = 2,27), but was in a weight space adjusted to compensate for good-
ness-of-fit differences among subjects (cf. Experiment 1, F(14,11) = 4,30,
B <.01) .

Clearly, the pattern of dimension weightings obtained for memory judg-
ments made at some remove from the acoustic stimulation is substantially dif-
ferent from that obtained in perception. This strongly suggests that stimu-
lus-based factors were critical to the perceptual influénce of consonants that
was observed in Experiment 1.
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Discussion

In Experiment 1, it was concludad that /dVd/ context had the effect of
evoliing more linguistic perceptual processing of vowels than ocecurred’in iso-
lation. There are a sumber of knowledge~based accounts of why this might have
been the case, including the facts that vowels more frequently occur in
consonantal context than out, that certain phonological rules are specific to
consonantal contex{ in English, and that regularities (and irregularities) in
English orthographic representations of vowels may differ with context.. Since
these ‘knowledge-based factors reflect a history of experience with vowels as
meaningful categories in English, it might be expected that they would have an
influence in this vowel memory experiment as well. However, the variance ana-
lyses of the subject weights indicate that they did not. It can be at st
tentatively concluded, therefore, that the consonantal influence in percept
had more to do with stimulus~based factors than with knowledge~based factors.

In Experiment 1, a close correspondence was observed between three fea-
tures of linguistic description for vowels (advancement, height, and tense-
ness) and the three dimensions of the group space. The fact that individu-
al-differences scaling showed these to be the dimensions that optimally
accounted for variance in the several subjects' data was taken as particularly
strong evidence that those linguistie features have some significance for the
perception of vowels. 4 related peint can now be made with respect to vowel
memory, although it must be somewhat tempered by the reservation that the pre-
sent analysi® was initiated by a starting configuration. The crientation of
axes for the resulting group space was neveri'ieless dictated by the chalacter
of individua®l* subject data, and the observed correspondence between the
linguistic features and the dimensions of this space strongly suggests that
listeners’ memories for vowels are, at least in Some measure, organized in a
way that respects those features. Thus, ther=a appears to be a consistent
resurrence of the features in perception, memory, and in linguistic behavioral
data such as those having to do with grammatical rules for vowel usage.

It is important to recognize that altogether different results might have
obtained. First of all, the several subjects participating in this memory
experiment might Have exhibited no consistent pattern of responding at all, in
which case the model would have failed to account for a reasonable percentage
of the variance in the data an¢ the dimensions of the group space would have
been uninterpretable. Alternatively, to the degree that subjects behaved con-
sistently, they might have done S0 in a way that made little or no sense from
2 linguistic standpoint. Since the stimuli of this experiment were presentqﬁ
by eye, subjects might, for example, have made their judgments on the basis of
visual features of the input, but they did not.

Summary and Crnclusions

This study was motivated bY an interest in the guestion of whether vowel
perception is greatly influenced by the consonantal context in which a vowel
occurs., A good deal {3 known about the perception (and production) of isolat-
ed vowels, and an answer to this guestion of consonantal influence will deter-
mine how researchers generalize from that knowledge base., To the degree that
the influence on perception is minor. “he isolated vowel form might reasonably
be viewed as canonical (since it is unencumbered by any context effects at
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all} and ics acoustic signature might be taken to be composed of the essential

< information for vowel perception. On the other hand, if consonantal context

is found to affect the perception of vowels significantly, then the isolated
form can only be considered to bYe one variant of the vowel and, given the
infrequency of “its occurrence in natural speech, an arguably unrepresentative
variant. Caution would therefore be required in generalizing from what is
known about it.’

The results of the presen%.atudy clearly support the latter position.
Vowels were here found to be perceived significantly differently in consonan-

“tal esontext than they were in isolation. One aspect of that difference was

that listeners exhibited greater agreement with one another about the linguis-
tic relationships that heid among a set of vowels when thoXe vowels were in
/dV¥d/; context than when they were in isolation. A second aspect was that with

.isolated vowels listeners attended in a piecewise manner to three different

yawel dimensions, while with vowels in context they integrated those dimen-
sions in a way that was more consistent with other aspects of linguistic be-

‘havior.

These findings have been interpreted as indicating that /dVd/ context had
the effect of eliciting more linguistic perceptual procsasing of vowels than
occurred when they were rresented in isolation. To the degree that this
interpretation in appropriate, it follows that those who do linguistic re-
search oh vowels in the future would do well to examine them in some consonan-
tal context.
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- . : ) Footnotes
* 1The Yapprobriateness" of point positioning has to do with the distances
’ between the points. Those distances should. as nearly as possible, be ordered

=« in a manner that refleets order in the perceptual data (see also Footnote 9).
2hith other scaling methods, sucli as those designed for the analysis of

single matrices of data (e.g., Shepard, 1962a, 1962b; Guttman, 1968), it is -
necessary to perform a post hoc rotation of the scaling ‘Solution in order to
bring it into any Sort of interpretable orientation. The particular rotation
.performed is necessairily shaped by an investigator's intuitions about ‘thé ap-
propriate dimensions of interpretation and is, ceorrespondingly, vulnerable to
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the challenge that some other dimensions would have been equally (or more)} ap-
propriate had some other rotaticn been carrried out. It is jugt this post hoc
rotation that is precluded with  individual differences scaling {(Carroll &
Chang, 1970; Wish & Cgrroll. 1974%),

3Since this is tk: most commonly discussed index to fit, it is the one
that will be considered here. Nevertheless, it should be poted that the data’
were in fAact scaled with a procedure (ALSCAL, designed by Takane et al., 1977)
that, for computational reasons, optimizes a ralated but alightly different
index called SSTRESS. This undoubtedly accounts for the 3light decrement In
; the VAF function seen at five dimensions (there was no such decrement in the
. SSIRESS function). Solutions obtained by optimizing SSTRESS are extremely
simjlar to those obtained with al*ernative indi vidual differences scaling
. : methods (Takane et al., 1977). . .
VAF might not increase witn en increase in dimensionality if a scaliAg
.algorithm was halted after a fixed number of iterations or, more commonly, if
* it was halted due to the encounter. of a "local minimum" in the optimizing
- function (see also Footnote 3). .

5In English, the tenseness and length feature labels are pot quite so
interchangeable as are, 3say, 4height and tompactness. The "tepnse" vowelsz are
generally "long"" vowéls as well, but there is one notable exception: the
- vowel /=/. This vowel is phonologically "long," yet a usage rule treats it as
+ "lax" in that it cannot appear ip open position. Wita respect to the group
space, /z/ is ‘likewise grouped with -the "lax" vowels along dimension s, which
makes . the choice of the tenseness label particularly appropriate for this di-
mension. .

6The Pythagorean theorem holds that the distance between tﬂé noints in a

three~dimensional space will be equal to the square rocot of the sum of the
3quared distances between those points' coordinates along the three reference
axes. Hence, the distance between subject 1 (indexed by the coordinates Xy

Yi: 24 } and the centroid’ for all subjects in the same condition (indexed by

xc. )a, Z, ) was computed with the equation:

- 2,172
distance_- ((x1-xc). + (y1-yc) + (zl-zc) )
7It is alro noteworthy that when the two conditions of the experiment
ud‘e modeied separately, thi. signixicant difference in subject variability
- ' remained (see Rakerd,.. 19%2.' for the analysis).

8In Experiment 1, the group and weight spaces for the metric analysis of
the combined data were virtually identical to those for the nonmetric analyaia
.shown in Figures 2 and 3. When the c¢nditions were modeled separately (Ra-
.kerd, 1982), the metric and nonmetric(;olutiona did differ, at least in de-
tail. :

9To get a sense of what employing a starting configuration entails, it is

important to understand how the scaling procedure operates more generally. An

optimal fit to a set of data is aghieved by successively adjusting the stimu=

lus configuration over a series of iterations. The scaling Pprocedure halts

‘ when the improvement achieved an any given fteration i3 less than some speci-
' fied tolerance value, The adjustment that is made to the, confisuration
.amounts to moving the ‘individual at;muli around in the group space in a way
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that is sensitive to the modeling shortcomings of the existing configuration.
If, for example, the vowels, /i,:1,e/ were currently positioned in the space
such that the distances among them were ordered as follows: :

i/ /t/ /Ef

and yet most subjects ranked voWel-palr similarity 3ucﬁ that /i-1/ was judged
less similar than /1-t/, then on the folLlcwing iteration of the procedure
there woilld be a shift in the positioning of /t/ to correct the mismatch be-
tween model and data, i.e.?

1

/iL y / 1/ /e/
g..

Since the scaling prodedure is capable of making such adjustments, it is
possible to start with a truly random stimumlus configuration und graduyally,
over trials, to. move to one that fits a data set quite well. It is equally
possible. however, to start with a configurat’on that, for a priori reasons,
might be expected to fit the data closely from vhe outset.- To the degres that
it aoes, then the procedure will make only minor improvements and will halt in
a relbtively.small number of iterations (because those improvements will‘be
less than the halting tolerance level)., Owing to this feature, it is possi-
ble, in effect, to test out the appropriateness of a particular starting
configuration for the individual differences modeling of any set of data.

wSince scaling accounted for a relativeiy smaller percentage of the
variance in the memory data than it accounted for in the perception data
(Experiment 1), 2ll weights are, on average, smaller here (i.e., cloaer to the
origin of the weight space).
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CHILDREN'S PERCEPTION OF (s]) AND (f]: THE RELATION BETWEEN ARTICULATION AND
PERCEPTUAL ADJUSTMENT FOR FCanrTiCULATORY EFFECTS

Virginia A. Mann,+ Harriet M. Sharlin++, and Michael Dorman+++

Abstract. When synthetic fricative noises from an [{)=[s] continuum
are followed by [al and, (u)], adult listeners perceive fewer in-
stances of [f] in the context of (u) (Mann. & Repp, 198U). This
perceptual context effect presumably reflects adjustment for the
coarticulatory effects of rounded vowels on preceding fricatives,
and thus implies possession of tacit knowled,2z of this' coarticula-
tion and 1its consequences. To determine the pole of articulatory
experience in the qntogeny of such knowledge and the consequent
perceptual. adjustment, the present study examined the effect of[er]
and (u) on the perception of [s) and [!] by children who can and
cannot produce these consonants. The stimuli comprised synthetic
frication noises from an [(f] to {s) continuum adjoined to periodic
portions excerpted from natural tokens of "shave" apd "shoe." The
subjects 1ncluded adults, five- and seven-year-old cliildren who
correctly produce both (!] and (s], and seven-year-old children who
misarticulate both fricatives. A1l three groups of chilZren showed
a significant context effect equivalent to that of adults and inde-
pendent of age and the fricative articulation. Therefore,
productive mastery of ([s) and (f) is not responsible for children's
percepcual adjiustment to vowel rounding op the spectra of voiceless
fricatives.

Introduction

Among adult subjects, context 2ffects ip the perception of spoken conso~
nzats are a well-established phenomenon .(see Repp, 1982, for a recent review).
One acoustic pattern may support different phonetie interpretations in differ-
ent environments. Examples of such effects can be found in the perception of
bursts as cues for stop consonant place of articulation (Liberman, Delattre, &
Cooper, 1952}, and in the perception of formant transitions as cues to conso=
nant place (Mann, 1980; Mann & Repp, 1981) and manner (Miller & Liberman,
1979)., Another example, and the one that concerns us here, involves the place
of articulatica of volceless fricative noilses: When a synthetic fricative

{
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nolse ambiguous between [J]) and [s] precedes the vowel [ul, listeners p/erceive
(1) less often thaw when the same nqise precedes the vowel [a) (Fujipaki & Ku-
nisaki, 1978; Mann & Repp, 198C). . .

Like a myriad of other context effects ‘in _Jﬁeech 'perceptio‘n, the con=-
trasting effect of [ul) and [a) on perception of s preceding fricative noise

* finds a parallel, and a plausible explanation, in the dynamics of articulatory

gestures and their acoustic consequences. The parallel is that, due to
coarticulation of adjacent phonemes, when [§f] and [s] precede a rourded vowel,
such as the English {ul, they are influenced by anticipatory liprounding. Tha
effect is a lowering of fricative noise spectra relative t¢ that which occurs
when [J] and [s] are procuced before an unroundad vowel, such as the’English
(a1 (Bondarko, . 1969; Heinz & Stevens, 1961; Mann & Repp, 1980). The expla-
nation is that, since [s] noises, in general, involve hLigher spectral frequen-
cies than [{] noises, any compensation for the consequences of liprounding
during fricativegproduction would make a given Wvise appear rela:ively higher
when it occurs before a rounded vodel, thus decreasing the likelihood that [I])
will be perceived. " . ok . .

Therefore,” the tendency of adult listeners to give fewer [f]) reaponses
when synthetic fricative noises occur in the context of [ul is interpreted as
the reflection of a tendency to compensate for the agoustic consequences of
,anticipatory liprounding on fricative noise spectra (Mann & Repp, 1980). That
they so take account of the acoustic consequences of. articulatory dynamics as
they assign phonetic labels to speech stimili is not a unique attribute of.
fricative DPerception, but would seem to be a more general and fundamental
property of perception in the speech mode. [t is as if speech perception is
guided by some tacit knowledge of the diverse acoustic consequences of articu-
latory gestures (Repp, Liberman, Eccardt, & Pesetsky, 1978}, and of the subtle
chauges that necessarily ensue when sequences of Such gestures yeave and over-
lap inm fluent speech (Mann, 1980; Mann & Repp, 1981). The basis of such
knowledge, however, remains unciear, as does its role in young children’s
speech perception. To gain insight into these ijgues, the present study has
explored. the effects of [ex] and [u) on the percep®lon of the [J)-[s] distine~
tion among children who can produce {s) and [!], end those who cannot.

It is possible that tacit knowledge about the articulation of a given
phoneme, and its diverse acoustic uoﬂaequencea. i3 gathered from listening to
one's own production of that phonese. If so, experience \ith the articulation
of [s]) and [}) might be crittcal to any articvlatory knowledge that allcws the
child to codpensate for the effects of lirrounding on fricative noisc spectra.
This hypcthesis would be verifisad were we to’ find the normel contrasting ef-
fects of [ul and Le?] only in tne perception of fricatives by cshildren who can'¥
produce [s] and [J], and not in that c“ children who have yet to produce
these phonemes. ! )

On the other hand, it -is likewise possible that children who cannot pro-
duce [s] and [!] could nonetheless be just as capalle {(or incapable, as the
case may be) of perceplBaily adjusting for the inlluence of liprounding on
fricative noise spectra. On finding this to be the case, we could reject a
hypothesis that correct fricative articulation is essential to knowledge about
the consequences of fricative-vowel coarticulation, and then turn to econsider-
ing three alternative bases of that knowledge. First, any tacit knowledge
underlying the effect of vocalic context on fricative perception might be
instantiated by more general experience with one's own articulation as opposed
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to specific experience with fricative articulation. Second, it could be
brought about by experience with heuring and seeing the speech of others.
Third, given the many findings that at least some knowlwdge about the acoustic
consequences of articulation could be inborn (Kuhl & Meltzoff, 1982; Miller &
Eimas, in press), the ontogeny of tacit articulatory knowledge could be large-
ly under genetic control, and relatively independent of specific experience,
barring the necessary role of stimilation in the emergence of genetic behav-
iors.

A review of the literature reveals that, while there are many studies of
the ontogeny of speech perception and production, mich remains to be -learned
about fricative perception, and its relation to fricative production.
Prelingual infants have been reported to be capable of discriminating synthet-
ic tokens of [ser} and [fer] (Eilers, 1980; Eilers & Minifee,  1975) and
si x-month-cld infants may distinguish natural Sokens of [s] and {5} in the
context of [a) and (ul (Kuhl, 1980). Yet when [s) and (]} initiate natuval
CVC syllables, children aged ten to eighteen months may fai} to make a
perceptual distinction (Garnica, 1971; Shvachkin, 1973) and children as old
as five years of age may show confusions among natural tokens of [s) and other
fricative consonants (Abbs & Minifee, 1969). Likewise, altbough there are re-

ports that children as young a8 two or three Years old may correctly produce.

(s) and (f) (Prather, Hedrick, & Kern, 1975), there is much evidence that
fricatives are produced relatively late in language development, and that
fricative misarticulation can be present well into the early elementary grades
(Moskowitz, 1975) with considerable individual variability (Ingram, Christen-
sen, Veach, & Webster, 1980). In short, it is unclear exactly when the
{s)-[f]) distinction is mastered either in perception or Pproduction, nur is the
relation between the two abilities apparent. On the basis of the common
observation that development of language comprehension- precedes that of lan-
guage production, it might be tempting to discard a hypothesis that mature
production of the [J)-[s) distinction is essential to mature perception of
that distinction. Nonetheless, there are no reports that falsify this hypocth~
esis, nor has a subtle and sensitive assessment of children's perception cf
fricatives been undertaken, such as might be supplied through a study using
context effects.

With these considerations in mind, we conducted two experiments, each
concerned wita the contrasting influence of [a) and (u) on young children's
perception of the [[)-[s] distinction. Our methodology is drawn from that of
Mann and Repp (1980), empleying a continuum of synthetic fricative noises
(ranging from one appropriate to [J] to one appropriate to [s}) that were fol-
lowed by vocalic portions from natural syllables containing the wowel {er] or
{u). Their adult subjects were required  to label the initial fricative of
each syllable as (J] or (s), and the context effect was measured in terms of
the number of [f) respcnses given in the context of each vowel. In Experiment

1, we adapt Mann and Repp's materials and their phoneme labeling task to a

forced-choice picture identification task suitable for use with preliterate
children, and we provide a test of these adaptations among a population of
five- and seven-year-old children who have mastered production of [s) and (fJ].
Thus we demonstrate the utility of our Procedure and discern whether any
marked changes in wvocalic context eflfects occur f[ollowing the mastery of
fricative production. In Experiment 2, we turn to a second Pcopulation of 3e~
ven=-year-0ld children who are in speech therapy because they have not mastered
production of [s) and (f). In this case, our go0al i3 to discern whether vo-
calic context effects are present before fricative articulation is fully mas~
tered.
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Experiment 1
Method

Subjects. All sudjects were native speakers of English who had no prior
experience with synthetic speech. Adults were recruited from the Bryn Mawr
area and children were recruited from a local day=care center! pone of them
had any known organic, behavioral, emotional, or intellectual problems. In
order to be considered as a potential subject, each aduglt had to report no
known hearing “or speech pathologies. Each child had to have normal hearing
acuity as determined by preschool screening and to be able to produce correct-
1y the [s] and (] in "sue," "shoe," "save," and "shave." Cho038h acoerding to
these criteria, there were ten subjects gt each of three age leveis!ﬁh"gxperi-
ment 1¢ five-year~olds (mean age 5.6 years), seven-year-olds (mean age 7.5
years), and adults (mean age 22.Y4 years).

N

Materials., The stimuli were hybrid syllables consisting of synthetic
fricative noises followed by natural vocalic portions to form twe [§jl-[s] con-
tinua: "shoe"-"Sue" and "shave"-"save." To construct them, we.began with
recordings of the words "shoe" and "shave" that had been read aloud by a na-
tive male speaker of American English as part of a list of words containing
initial volceless fricatives. All utterances were digitized gt 10 kHz using
the Haskins lLaboratories Pulse Code Modulation (PCM) system, and the single
best tokens of "shoe™ and "shave" were chosen for further use. The fricative
noise was then removed from each of these (the fricative noise being defined
as the signal portion preceding the onset of periodicity), and replaced, in
turn, with each of nine digitized synthetic fricative noises created on the
Haskins Laboratories OVE IIlc speech synthesizer. The synthetic noises were
characterized by two Steady-state poles whose center frequencies, as can be
seen in Table 1, increased in eight approximately equal steps from Stimulus 1,
which approximated a natural [J], to Stimilus 9, which approximated a natural
(s]. Noise duration was held constant at 250 ms, with a 150 ms initial ampli-
tude rise,’ and a 30 ms final amplitude fall.

-

Table 1

Pole Frequencies of Fricative Noises (Hz)

Stimilus Pole 1 Pole 2
1 1957 3803
2 2197 3915
3. 2166 4148
4 2690 4269
5 2933 4394
6 3199 4655
7 3389 4792
8 3591 4932
9 3917 . 5077
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For the purpose of testing perception of the test stimuli, two diffzrent
magnetic tapes were prepared, a separate one for each stimulus continuum.
Each tape consisted of a practice set comprising five tokens of each of the
two endpoint stimuli arranged in a random order, - followed by a test set
comprising a randomized sequence that included five repetitions of each of the
nine test stimuli along the continuum. Interstimulus interval was held con-
stant at S sec. '

Procedure

All tq{EI::-::: conducted individually at the residence (for adults) or
daycare center (for children) where the subject was solicited. Each subject
listened to stimuli over circumeural earphones at a, presentation level of
approximately 70 dB SPL. Both tapes were completed within a single session,
with the order of presentation counterbalanced across subjects. Ffor each
tape, the ten items in the practice set yere presented first, followed by
presentation of the 45 test items. The. procedure involved the subject's
listening to each stimulus and then reporting his or her phonetic perception.
Whereas adults gave written responses of "s" or "sh,"™ as in the procedure of
Mann 224 Repp (1980}, children gave a two-alternative forced-choice pointing
respenses to pilctures that corresponded to the words on the tape--"a shoe®
vs. "a girl named Sue" for the {ul] context, "a man having a Shave" vs. "a pig-
gy-bank in which to save" for the[e:) context=-and their responses were .tran-
scribed by the examiner, who did not know the identity of the stimulus being
presented. To aceustom children to this task the experimenter showed two
plctures, "tree" and "blue," before the test tape was presented and asked the
ehild to point to the appropriate picture as she said each word aloud. When
the child correctly identified five presentations of each of these two words
arranged in random order, the task was repeated using pletures for "shoe"™ and
"blue." Finally, the child was shown the plctures for the appropriate experi-
mental task and given practice with the experimenter saying each test word
aloud. When the child had touched each picture correctly on five occasions,
arranged in random order, presentation of the prerecorded practice and test
stimull followed.

Results and Discussion

The data for Experiment 1 consist of labeling responses of "s" and "sh"
for stimull along each of our two experimental continua gathered directly from
adults, and inferred from children's plcture verification responses. We will
briefly consider the data obtalned with adult subjects, then proceed to a re-
port of the “esults obtained with children at each age, and a brief discussion
of their .mport.

-

Adylts. A summary of the results obtained with the ten adult subjects
appears in Figure 1, where the average percent of "sh"™ responses is plotted as
a function of stimulus position along the fricative noise continuum, separate-
1y for each vocalic context. Solid lines represent the results obtained when
fricative noises initiated a syllable containing the rounded vowel (ul, and
dashed lines represent those obtained when the same noises initiated the syll-
able containing the unrounded vowel [ei]. For both continua, listeners were
quite consistent in their labeling of the endpolint stimuli. And, as expected,
the category boundary for the labeling funetion obtained 1n the context of the
unrounded vowel from "shave" occurs between stimuli S and 6 (at 5.2), whereas
that for the unrounded vowel from "shoe"™ occurs between stimuli % and 5 (at

=
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C4.2). Thus fewér "sh" responses were given in the context of the rounded
vowel, t(18) = 3,1, p < .01, .
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Figure 1. 1Influence of vocalic context on the labeling of fricative noises by
adult subjects.

Children. All children successfully learned the procedure, and were 100%
correct in identifying the pictures corresponding to spoken versions of the
test words and 80% or better correct in responding to the practice endpoint
stimuli. The results for five- and seven~year-olds are graphed in Figures 2
and 3, respectively. Here, as in the case of the adult subjects, both the
endpoint stimuli were labeled quite consistently, and here, as well, the cate-
gory boundaries for the two vocalic contexts lie at different locations. The
boundary for noises presented in the context of the unrounded vowel lies at
5.5 -for five=-year olds, and 5.2 for seven-year-olds, while the boundaries for
noises heard in the context of the rounded vowel occur at 4.1 and 4.3,
respectively.

An analysis of variance, conducted on the total number of "sh" responses

' given in each vocalic context by the adults and the children at each of the

r two age levels, reveals a main effect of vocalic context, F(1,27) = 59.4,

p € -001, but no main effect of age, &nd no interaction between the effects of

age and vocalic context. Thus, all subjects, adults and children alike, tend-

ed to give Tewer "sh" responses in the context of the rounded vowel: for

five-year-olds, t(18)=2.31, p € .05, and for Seven-year-olds, t(18) = 3,37,

p € -0t. Moreover, when measured as the difference between the number of "sh”

responses given in each context, the axtent of the context effect among chil-
dren was not significantly different from that among adults (p > .1).
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Figure 2. 1Influence of vocalic context on the labeling of fricative noises by
five-year-olds who ¢an articulate [s] and (1],
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Using 8@ new set of stimuli, then, Experiment % has confirmed previous re-
ports (Fujisaki’ & Kunisaki, 1978; Mann & Repp, 1980) that when .synthetic
fricative noises along an [[)-[s) continuum are followed by a vocalic portion
that contains the vowel [u), the category boundary is shifted towards a lower
noise frequency and fewer "sh" responses, than when the same fricative noises
are heard in the context of the vowel [ex]. Most - importantly, it has
demonstrated that this vecalic context effect can be present among five- and
seven-year-old children who correctly produce [s) and ([), and that, among-
such children, the extent and direction of the effect is remarkably similar to
that obtained among adults. Thus children as young as five years of age who
can produce both (s) and (J) show an adult-like perceptual compensation for
the coarticulatory effects of liprou=ding on the spectra of these fricatives,
and we may conclude, theérefore, that knowledge of fricative-vowel coarticula-
tion and its acoustio consequences does not markedly lag btehind ~productive
mastery of (s) and [[}. Otherwise, we should have found an age-related
difference between the children and adults who participated in our study.
This leaves us with two possibilities as to the relation between perception

+ and production: Either perceptual mastery precedes production mastery, or the
two begin at more or less the same time. To decide between these alterna-
tives, we turn to the second experiment of our study, which asks whether a vo-
calic context effect is present among children who cannot produce [s) and [[).

Experiment 2

Method

-

Subjects. The subjects were fourteen children recruited from .the sec-
ond-grade classes of parochial schools in Northeast Philadelphia, who served
with the permission of their parents and at the convenlence of their teachers.
Each of them was selected with the help of speech therapists who worked in
their schools. They fulfilled all of the following criteria:

1) Incorrect production of initial [s) and/or [[); either substituting
one for the other, substituting another phoneme instead, or simply
omitting [s) and () altogether.

2) No difficulty with the production of phonemes other than fricatives
or affricates.

3) A maximum of one Year in speech therapy.
4) pAudiometry Scores within the range defined in Experiment 1.

5§) MNo soft neurological signs, cérebral palsy, emotional or behavioral
disorders. -

Chosen according to these criteria, there were six females and eight males,
with an average age of 7.6 years.
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Materials and Procedure

The materials and procedure were as in Experiment 1. £ach subject was
excused from his or her classroom and taken to the speech room in the school,
where the experimenter explained that the child was helping her to study the
way children hear language. The subjects were assured that there was po right
or wrong answer involved, and that all that was required was to listen care- .
fully. The same procedure a3 in Experiment ! was used, with training followed
by practice, culminating in presentation of the test trials. Order of the
test tapes was counterbalanced acro3s subjects.

Results and Discussion

The data obtained from the seven~year-old children who could not produce
fs]) and (J) are summarized in Figure &, which should be compared with Figures
1-3 from Experiment 1. We have combined the results across children who omit«
ted {s] and {f] (N = 8), those who substituted one for the o‘her (N = 4§}, and
those who substituted another phoneme. instead (N = 2), #- the nature of
production errors did not appear to influence the pattern results. As in
the first experiment, all subje€cts labeled the words spoken during training
with an accuracy- of 100% correct, and also labeled the endpoint test stimuli
with an 80% or better accuracy. Thus, they could clearly distinguish good
exemplars of (s) and (f). Inspection of Figure U further reveals that these
children also showed vocalic context effects on fricative perception. When
the stimuli along the synthetic continuum were followed by the vocalic portion
from "shave,” the average phonetic boundary 1lies between 3Stimuli 5 and 6
(5.2), whereas that for the same fricative noises followed by the vocalic por-
tion from "shoe" lies between stimuli ¥ and 5 (4.3). Thus, fewer "sh" re-
sponses were ¢'ven in the context of the rounded vowel than in that of the
unrounded one, t(26) = 3.79, p .005.
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Figure 4, 1Influence of vocalic context on the labeling of fricative noises by

seven-year-olds who cannot articulate [s] and ([].
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There are two points to be made in discussing these findings. The first,
and most central to our concern, is that perception of [s) and [f] by children
who cannot produce both of these phonemes does not differ signficantly from
that of adults and chiidren of the same age who can produce them. That is,

‘their perception of [s] and [J) is affected by vocalic context in the same

manner (i.e., more "sh® responses in the context of the unrounded vowel) and
to an eguivalent extent. Thus, it would appear that these children can take
account of the consequences of coarticulation-f a fricative with a following
vowel, even though they do not directly control those conseguences in their
own speech production. ) . .

A second  point, more pertinent to clinical concerns, is that the
exclusive problems with fricative articulation that distinguish the children
of our second experiment from those of the first experiment | do not appear to .
be due to aberrant perceptual abilities. This is a conclusion that has been
reached in several previous studies of children selectively impaired in
producing liquids (Strange & Broen, 1981). Perhaps-some developmental delay
in motor control i3 the cause of selective misarticulation bf fricatives and

.affricates, given the distinguishing developmental charactieristics of this

clas3 as outlined by Ingram et al. (1980). Fricatives are avoided by many
very young children, and it is not impossible that certaih childrepn merely
avoid them longer than others. Also, since fricatives are among the last pho=
nemes to be produced correctly (and there seems little agreement on %se Span
of time involved in acquisition of other phonemes, much less this controver-
sial class), there is ample reason to suspect that many of|the children who
participated in the present experiment are following a normal pattern, albeit
more slowly, of phoneme acquisition. - '

However, before leaving thia second point, we would like| to recognize the
possibility that certain severe articulatory problems cou be based in a
perceptual disorder (Strange & Broen, 1981). In this regard, we note that we
have examined a group of seven-year-old children who present with mltiple
2rticulatory problems spanning three or more manner classes, and we have found
them to be quite different from children who selectively misqrticulate frica=-
tives and affricates (Mann, Dorman, Strawhun,. & Sharlin,} 1982; Sharlin,
1982). Subjects who are multiple misarticulators give responSes that tend to
be more erratic; their attentiveness is also noticeably lowef and they "fidg-
et" more than the other children w.om Wwe have tested. They behave as if our
task is in Some way unexpectedly aversive, owing, perhaps, to n inability to
competently and confidently make the required perceptual distinction. In
addition, and most notably, tiese c' ildren are unique ip thein tendency as a
population to show no significant effect of vocalic context) on fricative
perception. cf:

General Discussion

The following general conclusions can be drawn from the results of
Experiments 1 and 2: 1) Children as young as five years of age Who correctly
articulate [s) and [f]) show vocalic context effects on fricative perception
that are commensurate with the context effects observed among adlllt subjects;
29 Competent production of [s) and [J) is not necessary for the Nanifestation
of wvocalic context effects on fricative perception; 3) exclusive
misarticulation of fricative consonants, like other selective iproblems in
speech production (see Strange & Broen, 1981), is not simply att¥ibutab1e to
deficits in fricotive perception.
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We .may now turn to'a coasideration of our findings as they pertain to the
various hypotheses, ocutlined in the Introduction, about the source of the tace
it knowledge of articulation that we hold responsible for the influence of o=
calic contest on fricative perception, and that we presume to be guiding
mature speech perception. Certainly we may reject the hypothesis that experi-
ence with the production of fricatives is essential to the acquisition of such
knowledge that allows listeners to compensate for the conseGuences of
fricative-vowel coarticulation on fricative noise spectra. Otherwise, we
should not have found vocalic context effects: to be equally present in the
perception of children who can and cannot produce [3] and (f]. Even children
who selectively omit fricatives altogether (of which we tested 8) showed vo-
calic context effects on fricative perception equivalent to thos: among other
children and adults.

-~

This leaves us to consider the remaining three possibilities about the
basis of tacit articulatory knowledge. One possibility is that, while there
is no simple one-to-one dependence of knowledge about the consequences of
fricative-vowel coarticulation on competent production of: (s] and (f], some
experience with language production may be essential to the acquisiton of that
knowledge; for example, experience with producing rounded and unrounded vow-
els and observing their different consegjuences on sound spectra, in general.
A second possibility is that « tacit “articulatory knowledge does not emerge
through feedback from one's own articulation so much as through experience
with listening to, and perhaps watching, the articulations of others. A third
is that tacit knowledge is not induced by experience with one's own articula-
tion or that of others, but is genetically given :o as to be present and func-
tioning by the age of five years, before successful fricative production {(con=-
tingent, perhaps, on some type of auditory atimulation), Each of these possi-
bilities is equally consistent with the present findings, but, as we shall now
argue, they are not equally consistent with certain other findings in the
literature. : , .

Considering each possibility in turn, we note that the first is incon-
sistent with reporté that subjects who lack speech production abilities may
nonetheless demonstrate apparently normal speech perception (Forecin, 1974),
and with a report bty Whelen (1981) who shows vocalf~ context effects for
non-native vowels. However, before concluding that feedback from one's own
articulation i3 not a prerequisite for acquiring tacit knowledge about articu~
lation and its consequences, it would be desirable to repeat the present
study, using subjects with total congenital inability to Sspeak.

We turn next to the second -hypothe:is, which stresses experience with the
articulation of others. While this i3 consistent with the perceptual
capabilities of inarticulate subjects, and with the late onset of certain
speech perception abilities, it is at odds with findings that neonates display
adult-like discrimination of meny speech- sounds {see, for example, Eilers,
1980, and Miller & Eimas, in press, for reviews). One might test this hypoth-
esis. by studying children who have recently been corrected for a congenital
hearing loss, or by examining congenitally blind children who have not had the
opportunity to observe the lip-rounding gestures of others. If subjects in
these groups shoWw normal vocalic context effects on fricative perception, it
would suggest that experience with the articulations »f others does not have a
¢ritical role in instantiating knowledge of articiziation and its consegquences.
However, finding that such children fail to %how context effects might be
interpreted either as evidence that experience instantiates articulatory
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. knowledge, or as evidence that experience merely facilitates of maintains such-
knowledge (Gottlieb, 1976). Testing neonates and young children could ulti-
metely decide between these two possibilities, .

. The third and final possibility is that tacit knowledge of articulation
and ‘ts, consequences 1is pgenetically endoqu, as opposed to deriving’ trom
experience with the consequences of one's own articulation or with those of
others, This hypothesis is consistent with findings that neonates prefer to
look at a face articulsting the same vowel that they are hearing (Kuhl &
Heltzqff, 1982), and also display a wide range of speech perception.behaviors
that are directly analogous to the perceptual capabilities of adult speech
perceivers, including certain context’ effects (Milier & Eimas; in‘presq). It
is further consistent. with evidence that, although idfrahuman snecies
discriminate certain speech sounds much as human listeners do f{cf. Kuhl ¢&
Miller, 1978; Waters & Wilson, 1976}, and may even categorize fricafive
noises along an (s)=(/] continuum (Sevchik, 1979), they fail to shuw the pre=-
sent vocalic context effects on fricative perception (Sevchik, <979}, If-
context effects that involve tacit knowledge of articulatory dynamics arc

.- unique to human listeners, then it i3 likely that the knowledge they depend on
. is genetically based, ) N
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.. TRADING RELATIONS AMONG AEOUSTIC CUES IN SPEECH PERCEPTION: SPEECH-SPECIFIC
) BUT NOT SPECIAL®

&
N, - .
Bruno H. Repp

. v ) . ' L

» The perception of most, if not all, phonetic distinctions is sensitive to
mltiple acoustic cues. That i3, there are severgl distinot aspects of the
acoustic speech signal that enable listeners to distinguish between, for exan-
ple, a voiced and a voiceless stop consonant, or between a fricative and an
affricate. Although some cues are more important than others for a given
distinction, listeners can usually be shown to be sensitive to even the less
important cues when the primary cues are removed or set at ambiguous values.
All cues that are relev:nt to a given phonetic contrast seem to carry informa=-
tion for listeners.

The relevance of a cue can be predicted from comparisons of typical
utterances exemplifying the pPhonetic contrast of interest. Any acoustic prop-
erty that systematically covariew with a phonetic distinction may be consid-
ered a relevant cue for that distinction and may be expected to have a
perceptual effect when the conditions are appropriate.

In many récent'speech perception experiments several acoustic cue dimen-
sions have been varied simultaneously. ¥rovided the cues are adjusted so that
each has an opportunity to influenc¥ the perception of the relevant phonetic
distinction, it can easily be demonstrated that a little more of one cue can
be traded against a little less of another cue, without changing the phonetic

percept. This is called a phonatic trading relation.

The perceptual equivalence of acoustically different stimuli obtained by
trading two cue dimensions goes beyond the mere equivalence of response
distributions. As several recent studies have shown, these stimuli are very
difficult to tell apart in a discrimination task. Thus the trade-off among
the cue dimensions takes place entirely without the listener's awareness, and
only extensive auditory discrimination training might reveal the differences
that exist at the auditory level.

Phonetic trading relations are a ubiquitous phenomenon. Whenever two
acoustic cues contribute to the same phonetic distinction, they can also be
traded against each other, within a certain range. Thus, these trading rela-
tions are a amanifestation of a more general perceptual principle of cue-
integration, by which I mean the assumptionhthat, in ph0qetic perception, the

5
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information conveyed by a variety of acoustic cues is integrated and combined
into a unitary perceptual experience that can be described in terms of
linguistic categories., But yhat causes the various cues to be integrated and
to trade with each other?

One curront school of thought holds that the integration of cues and the
ensuing trading relations are due to auditory interactions of one sort or an=-
other., Proponents of this hypothesis, while ready to admit that the
psychoacoustics of complex speech sjgnals are not yet well understcod,
nevertheless believe that phenomena known from research with nonspeech stimu-
1i, such as acditory adaptation, masking, ¢~ integration+ can account for
trading relations in speech., Oppoiénta of this hypothesis;, on the other hand,
like to point out the great acoustic diversity of the cues involved and.their
distribution over oonsiderable temporal intervals, Obviously, and eapecially
as far as specific trading relations are concerned, this dispute can only be -
settled by empiricsl ressarch. A number of recent ~xperiments have addressed
this issue, employing several dirrerent techniques, but which are alluded to
in my abstract, I do not have the time t¢ summarize the results here;
suffice it to say that the avallable evidence suggests that many phonetic
trading relations occir only when listeners engage in the phonel c classifica~
tion of speech signals, and not when they identify analogous nonspeech stimuli
or discriminate auditory properties of speech, Thus these trading relations
seem to be a product of phonetic categorization, not of interactions in the
auditory system.,. This i3 not to say that auditory interactions do not occur
in speech signals, aithough it is possible thaty, due to the intimate
fanilgarity‘ of listeners with speech, such interactions have less of a
perceptual impact than in less ramiliar nonspeech stimuli, Certain effzcts of
irrelevant signal properties on phonetic perception do seem to require a
psychoacoustic explanation, And indeed, some of the many trading relations
that. now appear - be phonetic in origin may eventually be proven to rest on
an auditory interaction. It seems extremely unlikely, howevér, that all of
them will be so explained.

’

The reason for this prediction of mine is that psychoacousti: approaches
to speech perception often seem to ignere a crucial fact--that phonetic class-
ification takes place wyith reference to norms established through past experi-
ence with a language. Although this experience has been filtered and trans-~
formed by the constraints and nonlinearities iw the auditory s stem through
which it had to pass+ the current input undergoes precisely the same transfor-
mations, so that the topological relationship betwsan it and the internai
representation of past experience remains essentially unchanged. It is this

~relationship that determines the phonetic percept by a principle of proximity?

The input is perceived 8y whatever it rescables most in the past experience of
the individual., There i3, of course, mich more to be learned szbout the
perceptual mel~+ic that relates speech stimuli and the representations of
phonetic categories in the listener's mind, and auditory nonlinearities may
indeed ‘ihfluence that metric. The essential point, however, is that the
perception of phonetic categories derives from a relationship, and .not from
any properties of the acoustic signal per se., Neither the-relevance nor the
perceptual importance of acoustic cues can be pradicted from an inspection of
the input alone, Rather, the integratign and weightiNg of the cues is a
perceptual function based on a relationship of input to knowledge within -the
speech domain., Phonetic trading relations are, therefore, necessarily a
speech-specific phenomenon, even if certain individual trading relations could
potentially (or do in fact) arise from auditory interactions., As we Iegrn
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more about the peripheral auditory transformations of speech signals, we may
eventually be able to redefine the perceptual cues in a way that makes the
trading relations among them exclusively phonetie.

Having argued for the speech-specificity of phonetic trading relations, I
would now like to address the guestion of whether the perceptual integration
of phonetically relevant cues is achieved by some 3special machinery or proc-
ess, or whether it reflects a general principle of perception. In the past,
it has often been argued that speech perception makes reference to Speech
production, and that perceptual processes actually make use of some of the
neural networks ergaged in articulation. This certainly remains an interest-
ing and important hypothesis at the neurophysiological 1level., To the
perceptual theorist, however, it really should be a truism: Since speech
perception ocecurs with reference to intérnal criteria based on language
experience, and since language is produced in a systematic manner by human vo-
cal tracts, the’listener's internal representation of past experience with his
or her language necessarily embodies articulatory constraints as well as lan-
guage-Specific characteristics. In other words, I would like to argue that
speech perception must reflect the way speech i3 produced because the criteria
for perceptual classification are the production norms of the language. To
say, therefore, that speech perception refers to speech production is merely
to state the obvious.

& more specific hypothesis regarding phonetic trading relations might be
proposed, however. It might be argued that many individual cues thac trade in
perception also trade in production, in the sense that there is a continuous
covariation of the two acoustic cues, due to some articulatory reciprocity,
even within phonetic categories. If it were the case that perceptual trading
relations are obtained only for cues that show such continuous covariation in
production, then it might be argued that speech perceptioff makes use of
specific knowledge of patterns of articulatory variability, and since the
brain presumably cannot ,store an infinity of variants, it might be inferred-
that reference is made to an internal representation of the articulatory mech-
anism that enables listeners to generate specific cue =elationships. Although
this hypothesis needs to be explored in greater depth. it seems +- me that the
continuous covariation of cues in production should not be a nec :3sary condi-
tion for perceptual trading relations to occur., All that is required is that
typical instances of two different phonetic categories differ along two or
more acoustic dimensions. It is much more plausible and parsimonious to
assume that the 1listener's brain rethins a record of typical instances of
utterances, that is of the central tendencies in the variability encountered,
rather than of the variability itself. While this system of phonetic category
prototypes mst be adjustable to .the changing characteristics of ongoing
speech, at any given point in time it provides the stable reference points
that guide speech perception. :

From this broad vantage peint, phonetic classification is a form of pat-
tern recognition. Speech signals may be thought of as points or traces in a
multidimensional auditory space that also harbors the appropriately tuned cat-
egory- prototypes, and phonetic categories are selected on the basis of some
distance metric. Trading reiations ameng the various acoustic dimensions of
this auditory-phonetic space are an obvious consequence. What makes speech
spectal, in this view, is not the processes or mechanisms employed in its
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perception but the upique gtructure of the patterns that are to be recognized,
which reflect inp turn the special properties of the production apparatus and
the language-specific conventions according to which it is operaied.

In summary, then, I have argued that, on the one hand, phonetic trading
relations are speech-specific but, on the other hand, they are not special as
a phenomenon. They are speech-specific because their specific form can only
be understood by examining the typical patterns of a language. They are not
special because, once the prototypical patterns are Ynown in any perceptual
domain, trading relations among the stimulus dimensions follow as the ipevit-
able product of a general pattern matching operation. Thus, speech perception
is the application of general perceptual principles to very special patterns.
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THE ROLE OF RELEASE BURSTS IN THE PERCEPTION OF (s]-STOP CLUSTERS*

Bruno H. Repp

Abstract. The role of the release burst as a cue to the perception
of stop consonants following [(s] was investigated in a series of
studies. Experiment 1 demonstrated that silent closure duration and
burst duration can be traded as cues for the "say"-"stay"” distinc~
tion. Experiment 2 revealed a similar trading relation between clo-
sure duratior and burst amplitude. Experiments 3 and 4 suggested,
perhaps surprisingly, that absolute, not relative, burst amplitude
is important.' Experiment 5 demonstrated that listeners' sensitivity
to bursts in a labeling task is at least equal to their sensitivity
in a burst detection task. Experiments 6 and 7 replicated the trad-
ing relation between closure duration and burst amplitude for labial
stops in the "slit"~"split” and "slash"~"splash® distinctions, al-
though burst amplification, in contrast to attenuation, had no ef=
fect. All experiments revealed that iisteners are remarkably sensi~-
tive to the presence of even very weak release bursts.

[} Introduction

A large proportion of speegh perception research has been concerned with
stop consonants. Nevertheless, there are still gaps in our knowledge of the
relevant acoustic cues and their perceptual importance. While much attention
has been lavished on the perception of stop consonant voicing and place of ar-
ticulation, the more basic question of whether or not a stop consonant is per-
ceived at all has been addressed in only a handful of studies. Moreover,
nearly all of these studies have used synthetic speech stimuli in which at
least one impertant cue was commonly absent: the release burst that
terminates the stop closure. The present series of studies explores the role
of this cue in the perception of stop consonants after (sl.

A good deal is known about some other cues to stop manner perception, at
least in the context of preceding [s] and following vowel o~ (1]. One very
important cue is an interval of silence corresponding to the period of oral
closure tnat characterizes - stop consonant articulation. Early research at
Haskine Laboratories by Bastian (1959, 1962) as well as the recent thorough
investigations of Bailey and Summerfield (:980) have shown that an interval of

%Alsu Journal of the Acoustical Society of America, in press.
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Repp: The Role of Release Bursts in the Perception of ([sl)-Stop Clusters

silence between an [sl-noise and a steady-state synthetic vowel is generally
sufficient to elicit a stop consonant :percept, given that the silence is long=
er than about 20 ms {but not excessively long), and that the vowel is not too
opeén. Silence frequently is not only sufficient but alse necessary for the
perception of a stop, for even when other stopimanner cues are present in the
signal (neglecting release bursts for the moment), stops are rarely perceived
in the absence of an appropriate closure interval (Bailey & Summerfield, 1980;
Best, Morrongielle, & Robson, 1981; Dorman, Raphael, & Liberman, 1979;
Fitch, Halwes, Erickson, & Liberman, 1980), ’ '

Other relevant cues reside in the signal portions adjacent to the closure

interval. Changes in spectrum and/or a rapid amplitude drop in the preced

fricative noise signify the approach of the closure and thereby contribute to

stop perception (Repp, unpublished data; Summerfield, Bailey, Seton, & Dor=-
man, 1981). Similarly, formant transitions and/or a rapid amplitude rise at
the onset of the following vocalic portion=—a rising transition of the first
formant (F1) in particular--signify rapid opéning and thereby constitute an
important stop manrer cue (Bailey & Summerfield, 1980; Best et al., 1981;
Fitch et al., 1980)., There is also evidence that the durations of the acous-
tic segments preceding and following the closure can influence stop manner
perception (Summerfield et al., 1981; however, see also Marcus, 1978). These
additional cues engage in trading relations with the temporal cue of closure
duration; that is, the stronger they are, the less closure silence is needed
to perceive a stop. (For analogous findings for stops in vowel-[s] context,
see Dorman, Raphael, & Isenberg, 1980.) In general, however, these studies
suggest that a minimal amount of silence {about 20 ms) is needed fur a stop to
be perceived at all.

Nearly all of the aoove-mentioned studies used synthetic speech stimuli
that did not include any release burtts. One reason for this omission was
presumably that good bursts are difficult to synthesize. Although most
researchers are probably aware of the re.evance of release bursts to the
perception of stop manner, the importance of thls ciue has not been sufficient-
ly acknowledged in the literature, which has emphasized the role cof the clo=-
sure duration cte. In an unpublished study, Repp and Mann (1980) took three
tokens each of [=tal, [skal, {ital, and (Jkal, produced by a male speaker, ex-
cised the closure period, and replaced the natural fricative noises with
synthetic ones of comparable amplitude. In one condition, the stimuli re-
tained the natural reletse bursts, and the subjects continued to report stop
consonants on 100 percent of the trials, with very few place-bf-articulation
errors. In another condition, the release bursts were excised, and stop re-
sponses fell to 3 percent (except for two subjects who continued to report
stops, but with poor accuracy for place of articulation). These data clearly
ilJlustrate the salience of the relfaae burst as a manner cue for alveolar.and
velar stops folicwing fricatives. Labial stops, on the other hand, are
associated with weaker release bursts (see Zue, 1976) that may not be suffi-
clent to cue a stop percept in the absence of an appropriate closure interval.

The present series of studies attempts to answer sSeveral questions about
the role of release bursts in Stop manner perception: (1) Given that an in-
terval of silence is needed to hear an alveolar stop when there. is no release
burst but not when there i3 one, how much can the burst cue be weakened before
any silence i3 needed, and will further weakening of the burst result in
fncreasing amounts of silence required? In other words, how sensitive are
listeners to burst cues, and is there a regular trading relation between the
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burst and silence cues? These questions are explored in Experiments 1 and 2
by manipulating alveolar burst duration and amplitude. (2) Given an effect of
burst amplitude that can be traded against silence duration, Experiments 3 and
4 irvestigate whether it is absolute or relative burst amplitude that matters,
{3) Experiment 5 addresses the questfon of whether the point at which an
attenuated release gurst ceases to trade with silence coincides with the audi-
tory detecction ,Jfhreshold for the burst. (4) The role of burst amplitude is
further investigated ip Experiments 6 and 7 with labial stops, with special
attention to the question of whether amplification of a weak labial burst can
make it a more powerful manner cue.

" Experiment 1

The purpose of Experiment 1 was to demonstrate the relative importance of
an alveolar release burst as a stop manner cue, and to create a trading rela-
tion between burst and silence cues by varying the durations of both in natur-
al-speech stimili.

++

Method

Stimuli. Good tokens of "say" and "stay"™ were selected from recordings
of several repetitions produced by a female speaker in a sound-insulated
booth. These two utterances were low-pass filtered (-3 dB at 9.6 kHz, -55 dB
at 10 kHz), digitized at 20 kHz, and modified by waveform editing. To reduce
stop manner cues in the fricative noise, which were not of particular interest
in the present study, the [sJ-noise of "say," 176 ms in duration, was used in
all experimental stimuli. This noise was followed by a variable interval of
silence and by one of seven different, "day"-like portions, roughly 550 ms in
duration. Six of these were derived from the token of "stay" while the sev-
enth represented the vocalic portion of the "say" token.

Figure 1 shows the waveforms of the onsets of these stimulus portions.
On top is the original post—closure portion of "stay," which kegan with a
rather powerful (but, for that speaker, not atypicall) release burst of some-
what less than 20 ms in duration. The rms amplitude of the total burst was
determined to be 4.6 dB below the vowel onset and 6.8 dB below the vowel peak
{135 ms later), with an amplitude_decrease of about 10 dB from the initial to
the final quartile of the burst.“ The release burst was cut back in five
steps, as indicated in the figure. Successive cuts (versions 2-6) were made
at 6.1, 10.6, 13.4, 15.2, and 19.6 ms from the onset. These cutpoints were
selected visually on the basis of local dips in the waveform. Ip each case,
the cut was made at the nearest zero crossing. The stimilus portion derived
from "say" is shown at the bottom of Figure 1, aligned so as to show its
similarity with version 5 of the "day" portion on top. Despite this similari-
ty of waveforms, however, there were presumably some spectral differences be-
tween these two porti:ns, due tu the different contexts in which they had been
articulated.

The silent interval separating the ipitial fricative noise from the "day"
portions was varied from 0 to 60 ms in 10-ms steps. Because tokens with large
bursts were expected to be perceived as "stay" even without any silence, a se-
mi-orthogonal design was employed that assigned an increasingly wider range of
silence durations to tokens with increasingly shorter bursts. Thus the stimu-
1i with the most powerful burst occurred only with the O-ms—silence, while the
stimulus derived from "say" occurred with all seven silent intervals. This
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STIMULUS ONSETS
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Figure 1. Onset waveforms of stimuli used in Experiment 1. The top panel
shows the rirst 40 ms following the olosure in "stay™; the bottom
. pan€el shows the first 24 ms following the fricative noise-in "say",
Arrows in the top panel indicate cut points for release burst trun-
cation.
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Figure 2., Trading relation between alveolar release burst duration and clo-
sure duration (Exp. 1), Numbeérs refer to cut points illustrated in
Figwre 1. The dashed line represents the token derived from "say".
Closure duration (abscissa) reférs to the actual silence in the
stimuli.
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led to a total of 28 different stimuli that were recorded on audio tape in 10
different randomizations, with interstimilus intervals of 2 s.

Subjects and procedure. Ten subjects participated, including nine paid
volunteers and one member of the laboratory staff {not a speech.researcher).
Rone of the subjects reported any hearing problems, and all had only very
limited experience in speech perception experiments. The stimuli_ were
presented binaurally over calibrated TDH=39 earphones in a quiet room.3 The
subjects identified in writing each stimylus as either "say" or "stay."

Results and Discussion

Average percentages of "stay" responses are shown as a function of silent
¢losure duration in Figures 2, separately for each of the seven stimulus pat-
terns. It is evident that versions 1, 2, and 3 were invariably ident}fied as
"stay," even in the absence of silence. Thus, even the remainder of the burst
following the initial high-amplitude portion (version 3, see Figure 1) was &
sufficient cue for stop manner. As the burst was cut back further, increasing
amounts of silence were necessary to achieve 2 percept of "stay." The stimulus
with the "say"-derived portion yielded results similar to those for version 6,
and it appears that neither provided sufficient cues for unambiguous "stay"
percepts, even at the longest silences used here.

What is most striking about these results is the large perceptual effect
that a small burst cutback had on perception. The change from version ¥ to
version 5 consisted of the elimination of only 1.8 ms of relatively low-ampli~
tude noise at onset (see Figure 1}; however, listeners needed approximately
10 ms qore silence to c¢compensate for this loss and achieve the same average
rate of "stay" responses. Similarly, the change from version 5 to version &
consisted of the elimination of the last 4.4 ms of burst residue. The
perceptual effects were dramatic: At least 20 ms of additional silence were
needed to compensate for the loss, and several listeners were not able to
compensate for ‘it at all, reporting only "sa: " for version 6. Even those few
subjects who did reach a 100-percent "stay" asymptote for .version & and had
very steep labeling functions showed large effects of the stimulus manipula-
tions.

Thus, this study not only demonstrates a perceptual trading relation be-
tween burst duration and silence duration but also that listeners are remark-
ably sensitive to what seem to be rather minute changes in the onset
characteristics of the stimilus portion following the silent . osure interval.
Of course, the truncation of the release burst introduced not only variations
in burst duration but also changes in overall burst amplitud:, in its onset
amplitude characteristics, and perhaps correlated spectral changes. Any of
Lnese may have heen responsible for the effects observed, but it is still true
that relatively small physical changes had relatively large perceptual conse-
quences.

Experiment 2

Experiment 2 examined one parameter that may have played a role in
Experiment {i--the overall burst amplitude. The purpose of the study was to
demonstrate a trading relation between release burst amplilude and closure
duration as joint cues to stop manner perception.
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Method

Stimuli. In Experiment 1, stimulus version 3 was ;just on the verge of
requiring some silence in addition to the truncated bufst, in order for a stop
to be perceived on all trials (see Figure 2). This stimulus was chosen as the
starting point. Its residual burst was 9 ms in duration (see Figure 1), with
a total rms amplitude 10.8 dB below the vowel onseti and 15.1 dB below- the
vowel peak. Five additional versions were created digitally attenmuating
the burst by up to 30 dB in 6-~dB steps. In a seventh version the burst was
infinitely attenuated (i.e., it was replaced with 9 ms of silence); thus this
stimlus was equivalent to stimulus version 6 in Experingnt 1, |

-

the stimuli “using the same design as in Experiment 1. Thus, versioh 1 ce-
curred only with the 0O-ms interval while version 7 oceurred with! the full
range of closure durations. The resulting 28 stimuli were recorded in 10 dif-
ferent’randomizations.

Silent intervals ranging from 0 to 60 me in 10-ms ateps«ﬂgre~iﬁii§ned to

Subjects and procedure. Twelve new subjects participated in this study.
The data of one had to be discarded because he could not reliably distinguish
among the stimili. The remaining eleven subjects included eight staff members
of Haskins Laberatories (ineluding the author) with ‘varying amounts of experi-
ence in speech perception tasks, anc¢ three paid student volunteers. The pro-
cedure was the same as in Experiment 1, )

Results and Discussion

Average percentages of "stay" responses are shown as a function of silent
closure duration in Figure 3, separately far each of the seven attenuation
conditions. It is evident that there is &n orderly progression of labeling
funetionst As the burst got weaker, more silence was needed to perceive a

stop c¢onsonant.

The figure suggests that a burat attenuated by as much as 30 dB still led
to more stop responses than a stimulus without any burst. This was confirmed
in a one-way analysis of variance on the stop responses to these two 1ypes of
stimuli, summed over closure durations of up to 40 ms, F(1,10) = 9.8, p < .02.
Since, in the 30-dB attenuation condition, the amplitude of the 9~ms residual
burst was about 45 dB below the vowel peak amplitude (or at about 38 dB SPL
versus about 83 dB SPL for the vowel at the subjects' earphones), this finding
again reveals that listeners are remarkably sensitive to burst cues.

Two additional comments are in order concerning Figure 3. First, it
should be noted that, in the infinite 2*tenuation condition, the nominal clo~-
sure ended at the beginning of the nonexistent burst. Therefore, the actual
duration of the silence in these stimuli was 9 ms longer, as indicated by the
arrows in the figure, which makes the results more nearly comparable to those
for the same stimulus (version 6) in Experiment 1 (see Figure 1)}, It would
not have been appropriate to plot these data in terms of actual silence dura-
tion because the effective silence durations resulting from various degrees of

- burst attenuation are not known. WNote, however, that such a plot would tend

to space the functions in Figure 3 farther apart and thus inerease the ob-
served effects. This distinetion between nominal and actual eclosure duration
will recur in later experiments.
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Flgure 3. Trading relation between alveolar release burst amplitude and clo-
sure duration {Exp. 2). Negetive mumbers refer to amplitude decre-
ment {{n dB). Closure duration {abscisss) is nominal; the actual
silence durations in the infinite-attenuation condition were 9 ms
longer due to the silenced burst, a3 indicated by the arrows.

Second, {t will be noted that, contrary to expectations based on Experi-
went 1}, the unattenuated stimulus did not receive 100 percent "stay" re-
sponses, while the burstiess stimulus did reach this asymptote at the longer:
s{lences. Although there was considerable variability among individual sub-
Jjects with regard to how the unattenuated stimulus was perceived, the pattern
of the data 3Suggests that the subjects gave somewhat more Welght to closure
duration and less weight to the burst in Experiment 2 than in Experiment 1.
The reason for this is not known.

In summary, the present atudy demonstrated the expected trading relation
between burst amplitude and c¢losure duration, and it showed that severely
attenuated {and truncated) bursts still can have a perceptual effect.

Experiment 3
Given the finding of the preceding study that burst amplitude {3 an im~
portant parameter, Experiment 3 addressed the question of whether the
perceptually relevant aspect of burst amplitude 13 its absolute magnitude or
its magnhitude relative to the surrounding signal portions.

Method
Stimuli. Taking the data of Experiment 2 as a guideline, the stimulus

with the 12-dB attenuation of the 9-m3 presidual burst wa3 selected as the
starting point for the present study. Four other stimuli were created by
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selectively attenuating portions of this original stimlus, as illustrated
schematically in the upper right-hand corner of Figure 4, 1In addition to (a)
the original stimulus, there were stimuli with attenuation of (b) only the
burst, (c) both the burst and the following vocalic portion, (d) the burst and
the preceding fricative noise, and (e) the whole stimlus. Attepnuation was by
12 dB in all cases. ‘\

. All stimuli océhrred with all closure durations, which varied from 6\@0
40 ms in 10-ms steps. The resulting 25 stimli were recorded in 10 differert
randomizations. .

Subjects and procedure. Ten subjects participated, including six new
paid volunteers and four staff members of Haskins Laboratories (including the
author ). Reasults were similar for the two groups of subjects and were com-
bined. One subject reported only "say" during the first half of the test, so
only her data from the second half were included. The procedure was the same
as in Experiments 1 and 2.

Results and Discussion

The labeling functions for the five conditions are drawn in the top panel
of Figure 4, Clearly, the stimalus man‘pulations made a difference. Thi:- was
confirmed by a one-way ana.ysis of v.riance on the percentages of "stay" re-
sponses summed over all closure duracions, F(4,36; = 12.6, p < .001. Statist-
ical comparisons among individual conditions were done by post-hdc New-
man-Keuls tests. According to these tests, condition (a) differed signif-
fcantly (p < .01) from all other conditions, and condition (c) differet {p <
.05) from condition ().

A graphic comparison among conditions is provided in the bottom pPart of
Figure Y4 ip terms of the location of the average "say"-"stay" boundary {ob-
tained by linear interpolation between the data r-i.ts straddling the bound-
ary) on the closure duration dimension. Proceeding from left to right through
the five panels, we see the foilowing: (1) Attepuation of the fricative
noise, nolding the other stimilus comporents constant, increased the number of
stop responses slightly (i.e., the boundary shifted to 2 shorter silence dura-
tion). (2) Attenuation of the bu.,st decrzased stop responses substantially,
which replicates Experiment 2. (3) Attenuatian of the voiced portion resulted
in a slight decrease i~ stop responses. <(#) Attenuating both the frioative
noise and the voiced porti n together had absciutely po effect. (5) Attenua-
tion of the whole stimulus caused a sibstantfal dec-rease in stop responses
equivalent to that resuiting from a2ttenua.jon of the burst alone.

These results point toward absolute burst amplitude as the relcvant fac~
tor. Clearly, attepuating the burst's enviroament did pot have the same ef=-
fect a3 amplifying (more precisely, restoring) the burst by the same amount
(see Figure 3). Contrary to expectations, attemnation of the vocalic portion
did not increase stop responses. Perhaps, zdfitional stop manner cues con~
‘ained in that portion (initial formant transiticns and amplitude envelcpe)
were weakened by the attenuation, thus counteracting the gain in burst sali-
ence relative to its environment. If so, however, we are forced to conclude
that the absolute amplitude of those cues matters, w.ich is squally interest-

ing.
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Design and results of Experiment 3. Labeling functions for the
five conditions are provided on the upper left, with the key on the
upper right. Rectangles in the key represent schematically the "s®
fricative noise, the "t" burst, and the "day" voiced portion. The
height of the rectangles represents amplitude relative to the base
stimulus (condit sn a). At the bottom, comparisons among the vari-
ous conditions are presented in terms of average category boundary
values {in ms of closure silence). Lower-case letters refer to the
key on top.
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Another possibility is that the present study suffered from floor effects
due to listepners' inability to detect the burst when it was attenuated. This
would explain why the largest difference occurred between condition (a) and
all others. Note that condition. (a) and (b) were equivalent to the 12-dB and
24~dB attenuation conditions in Experiment 2. The average category boundaries
for these conditions were at 9 and 17 ms, respectively, in Experiment 2, and
at 10 and 20 ms in Experiment 3--a rather close agreement. Note also that, in
Experiment 2, a burst attenuated by 24 dB still had a significant perceptual
effect. The agreement between Experiments 2 and 3 suggests that the absolute
stimilus amplitudes were similar, and that ne floor effect occurred.
Nevertheless, it seemed advisable to replicate the present results with the
burst amplitude set at somewhat higher absolute levels, and with inclusion of
a pno~burst baseline condition. .

Experiment 3

This replication of Experiment 3 used new =timuli in a complete 2 x 3 x 2
orthogonal design. By including burstless stimuly in the design, it was
possible to examine the effects of fricative noise and vowel attenuation sepa-
rate from thelr effects on the relative salience ¢f the burat-an important
control con.ition.

Hetn oa

Stimuli. Good tokens of "say" and "stay" were selscted from among sever-
al repetitions recorded by a new female speaker. Both utterances were digi-
tized at 20 kHz. Aawin Experiments 1~3, the fricative noise (170 ms long) was
taken froz "say." The "day™ portion of "stay" was about 450 ms in duration
and began with & release burst 13.35 ms long. The overall rms amplitude of
this burst was determined to be 5.5 dB below the vowel onset, 11.0 dB below
the vowel peak (only 20 ms later), and 4.1 dB above the fricative noise maxi-
mum. Informal listening confirmed that this burst, as usual, was sufficisnt
for "stay" to be perceived without any closure silence (see also Exp. 5). To
be able to trade burst amplitude against silence, the most intense burst used
was 15 dB below the original. A total of 12 stimulus versions were created by
orthogonally combining three factors: fricative noise attenua&ion {0 or 10
dB), burst attenuation {15 or 25 dB, or no burst at all), apd "vowel"
attenuation (0 or 10 dB). Each of these 12 versions occurred with five clo-
sure durations ranging from O to %0 ms fn 10-ms steps. The resulting 60 sti-
mli were recorded in 5 different randomizations.

Subjects and procedure. Ten new paid volunteers identified the stimull
as "say," "stay," "spay," or "svay." The last two response alternatives were

included because the author, as a pilot subject, had noticed a tendency to
hear these additional categories. The tape was repeated once, so that each
subject gave ten responses to each stimulus.

Results and Discussion

0f the ten subjects, three gave only "say" and "stay" responses, while
the other seven used one or both of the additional respbnse ca.egories as
well. In the initial analysis, all consonant cluster responses were pucled.
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Since the burstless stimuli had been created by.omitting the burst rather
than by infinitely attenuating it, 13.35 ms (the duration of the burst) must
be subtracted from their actual closure durations to compare results directly’
for stimuli with and without bursts. This has been done grapnically in Figure
5, where the arrows point toward the actual closure durations. The figure
shows average labeling functions for the three burst conditions, averaged over
fricative and vowel attenuation conditions. Clearly, the subjects gave many, ,
more cluster responses to the stimuli w.th bursts than to those without.
Elimination of the burst resulted in a flattening of the labeling function;
40 ms of silence was not enough to make a burstless stimilus soupd like an
unambiguous "stay.® The figure also shows the expected effect of the 10-dB
burst attenuation. It is célear that this experiment avoided the danger of
floor effects; if anything, the burst amplitudes were somewhat too high.

The ‘effects of variations in fricative noise and vowel a:wlitude, which
were smaller than the effects of burst amplitude, are summarizeo in Table 1 in
the form of response percentages averaged over all closure durations. A
three-vay repeated-measures analysis of variance (with the factors Burst,
Fricative, and Vowel) was first conducted on the total cluster responses,
ignoring the incommensurability of actual closure durations for stimuli with_
and without bursts. This analysis revealed, besides the expected Burst ef-
fect, F(2,18) = 64.8, p < .001, significant main effects of both Fricative,
F€1,9) = 9.6, p < .02, and ‘Vowel, F(1,9) = 12.%, p < .01, as well as . signif-
icant. interactions between Burst and Fricative, F(2,18) = 10.7, p < .001, and
between all three factors, F(2,18) = 12.1, p < .001. To clarify the triple
interaction, separate analyses of variance were conducted on stimuli with and
without bursts. Stimzli with bursts exhibited significant main effects of
Burst, F(1,9) = 32.7, p < .001, Fricative, F(1,9) = 45.2, p < .001, and Vowel,
5(1,9) = 10.4%, p = .01, as well as a marginal Burst by Fricative interaction,
F(1,9) = 5.4, p < .05, and a strong triple interaction, F(1,9) = 30.6, p <
.001, Thus, the triple interaction was not due to different patterns qf 're-
sults for stimili with and without bursts. The separate analysis of burstless
stimuli revealed only a significant effect of Vowel, F(1,9) = 8.5, p < .02,
not of Fricative.

Consider now the directions of these effects. The Burst effect, of
course, was due to a decrease of cluster responses ss t.he burst was attenuated
or eliminated altogether (Figure 5)., The Fricative effect, too, was in the
expected direction: Attenuation of the fricative noise increased the number
of cluster responses. (A similar but nonsignificant trend was observed in
Exp. 3.) This is the kind of effect that might be expected if the fricative
noise reduced the salience of the burst through some form of auditory forward
masking (see Delgutte, 1980). This interpretation is supported by the finding
that the Fricative effect was absent in burstless stimuli, where there was no
burst ,to be masked (see.Table 1).

Turning now to the Vowel effect, it can be seen in Tatle 1 that attenua-
tion of the vocalic portion, like attenuation cf the fricative noise, resulted
in an increase of cluster responses, contrary to a nonsignificant opposite
trend observed in Experiment 3. Since this was true regardless of whether a
burst was present or absent, the effect was apparently not due to release f
a backward masking effect of the vowel on the release burag. or simply to an
increase in the salience of the burst relative to the vowel,.
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Figure 5. Effect of burst amplitude in Experiment 4, sveraged over other am- ,
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Table 1

///)Reqponse pﬁttern :n Experinent H4, averaged over closure durstions.

Stimlus amplitude {(dB) Response (percent)
Burst Fricative Vowel "say® "stay® "svay" "spay" Total cluster o8
. " .
15 0 G 16.6 79.8 3.0 0.6 83.4
“"10 o 6.8 87.“ 3‘” 2.“ 93‘2
0 ~10 8.2 90.8 1.0 0.0 91.8
-25 0 0 20-2 S?au 16-8 Saﬁ ?9-8
0 -10 20.2 7“.8 3.6 1-“ ?9.8 -
- !0 -10 10.“ 66.0 2‘2 1‘“ 89-6
no burst O 0 67.6 12k 10.0 0.0 32.4
0 -1 60.8 25.4 5.2 8.6 39.2
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Repp: The Role of Release Bursts in the Perception of [s]-Stop Clusters

The results are complicated by the triple interaction, which was due to
the fact that, with the higher burst amplitude, fricative and vowel attenua-
t.on seemed to have indpendent effects whereas, with the lower burst ampli--
tude, only simultaneous attenuation of both produced an 'Ef'ct' ‘An explana=-
tion of this complex pattern is beyond reach at the monment.

In summary, this experiment, in conjunction with Experiment 3, provides
little support for a role of relative burst amplitude in stop manner percep-
tion. While the preceding fricative noise may exert a slight masking effect
on the burst, the amplitude of the following vocalic portion seems to have its
perceptual effects primarily by changing the relative salience of cues con=
tained in that portion jtself. While the present data cannot be qonsidered
the last word on the issue, the possibility of a fixed perceptual criterion in
the amplitude domain deserves further attention, both with regard to the
percepyion of stop manner and to place-of-articulation distinctions in stops
(se¢ Ohde & Stevens, 1983) and fricatives (Gurlekian, 1981).

Experiment 5

The preceding experiments, Experiment 2 in partjcular, demonstrate a
remarkable sensitivity of listeners to the presence of even very weak release
bursts. This suggests the hypothesis that the point at which a burst becomes
ineffective and ceases to trade with closure silerce actually coincides with
the audite.y detection ?hreahold for the burst. This hypothesis was tested in
the present experiment. In addition, the study examired whether the detecta-
bility of the burst is increased when the preceding fricative noise is re-
mo ved.

Method

Stimuli. The stimuli were derived from the utterances that also provided
the busis fcir the stimuli of Experiment U4, In addition to the original stieu-
lus (full burst amplitude), six levels of burst attenuation were employed:
10, 20, 25, 30, 35, and « dB., In the jdentification test, these seven stimu-
1i occurred with nominal closure durations of 0, 10, 20, and 30 ms. Ten dif-
ferent randomizations of the 28 stimuli were recorded.

In addition, two discrimination tests #ere assembled, which required sub-
Jects to detect the presence of a burst. The tWwo tests were identical except
that in one the initial fricative noise was omitted from all stimli while, in
the other, the fricative noise was followed by a fixed 10-ms closure interval.
A fixed-standard same-different paradigm was employed. The fixed standard was
the burstless stimulus; it occurred first in every stimilus pair. After a
fixed interval of 500 ms, the comparison stimulus occurred; it either did or
did not contain a release burst. Over six successive test blocks, the burst
in the comparison stimilus was attenuated by 0, 10, 20, 25, 30, and 35 dB.
Each tes* block consisted of 50 trials, the first. 10 of which were practice,
with the responses alternating between "same” and "different™ and known in ad-
vance. Half of the remaining 40 trials were "same" and half were "different,”
in random order. The intertrial interval was 2 s.

Subjects and procedure. Ten paid volunteers participated in the experi-
men’., six of whom had also been subjects in Experiment 4, In the identifica-
tion test, which was always presented first, they responded "say"™ or "stay,”
with "svay" and "spay™ as additional option®. In the discrimination tests,

-

145

154




Repp: The Role of Release Bursts in the Perception of [s)~Stop Clusters

the responses yere "s" ("same") and "d" ("different™). The order of the two
discrimination tests was counterbalanced across subjects. Playback amplitude
was controlled by adjusting the level so as to achieve a constant maximum
deflection on & vacuum tube voltmeter, and by keeping it at that level
throughout the experiment. All tapes had been recorded at the same level.
The peak amplitude of the vowel {(and, hence, of the unattenuated burst as
well--see Exp. #) at the subjects' . irphones was estimated to be approximately
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Figure 6, IJdentification and burst detection results from Experiment 5.
Fillegd squares plot the category boundary in ms of silence (right
ordinate) as a function of burst amplitide. Silence duration for
the no-burst condition is nominal; actual silence at the boundary
was 32 mS, as indicated. Circles shcw burst detection scores as
percent correct (left ordinate} for stimuli with and without ini-

tial 5l-noise.
Results and Discussion

The average data are presented in Figure 6. The labeling boundary for
stimuli with bursts attenuated by 20 dB or more is represented by the filled
squares. Stimuli with an unattenuated burst were uniformly identified as
"stay," and those with a =10 dB burst received only 16 percent "say" responses
when no silence was Cresent, so no boundaries could be determined for these
stimili. As expected, the boundary shkfted toward increasingly longer values
of silence as the burst was attepuated.” Note that the boundary seemed to in-
crease beyond the 35 dB burst attenuation, although the difference between
this condition and the burstluss condition fell short of significance in a

t=test.

The discrimination {i.e., burst detection) results for the same stimuli
are plotted in terms of percent correct as the filled circles in Figur. 6,
Performance was perfect for the original burst and declined with Increasing
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burst attenuation, first slowly, and then more rapidly beyond 25 dB. For stie
muli with the initial [sJ-noise, performance reached chance at the 35 dB
attenuation. Note that the category boundary in the identification task con-
tinued to shift beyond that point for at least some listeners, suggesting that
subjects' sensitivity to the burst was at least as great in phonetic labeling
than in auditory discrimination. This result provides strong evidence of the
sensitivity of phonetic categorization processes to very subtle changes in
acoustic information.

Figure 6 also shows that burst detection was somewhat improved when the
tnitia:z [(s)enoise was removed, but only at the two weakest burst intensities
(not a significant difference). Thus there may have been a slight auditory
masking effect of the fricative noise on the burst, in agreement with Experi-
ments 3 and 4,

Experiment 6

The purnose of Experiment 6 was to demonstrate a trading relation between
burst amplitude and closure duration for the perception of a labial stop con-
sonant. Labial bursts are weaker than alveolar and velar bursts (Zue, 1976),
and informal observations have suggested that they are generally inaufficient
cues for ctop manner. In other words, some closure silence is usually needed
to perceive "sp," even with the original burst in place. This raises the
question of whether labial bursts function as manner cues at all; perhaps,
they merely add to the effective closure silence. Moreover, labial bursts
offer the opportunity of observing not only effects of attenuation but also of
amplificatiog. Would an appropriately amplified labial burst become a suffi=-
clent stop mamner cue?

The "slit"-"split" contrast was selected ror the Present study fo- sever-
al reasons. First, it has been used extensively in earlier studies (Bastian,
Eimas, & Lidermsn, 1962; Dorman et al., 1979; Fitch et al., 1980; Marcus,
1978; Summerfield et al., 1981), Second, a "p" tends to be heard in this
context as long as there are no strong cues to a nonlabial place of articula-
tion in the 3ignal portions surrounding the ‘ilent closure interval. That is,
listeners report "spiit" when separately pre¢ 1ced "s"™ and "1it" utterances are
joined together with a sufficient interval .f silence in between (Dorman et
al., 1979), According to 1limited informal observations, the [1] resonances
following a stop closure, uilike those of a full vowel, do not seem to uwa.ctor
any significant formant transition cues to stop manner and place of articula~
tion, which makes the "slit"-"split" contrast different from the "say"-"stay"
contrast employed in Experiments 1=5, This fact may be partially responsible
for the finding (ecf. Fitech et al., 1980, and Best et al., 1981) that, in
burstless stimuli, the typical "slit"="split® boundary is located at much
longér silent closure intervals (50-80 ms; for an exception, see Marcus,
1978) than the "say"-"stay" boundary (10-30 ms). Differences in place of stop
articulation and in phonetic environment may also contribute to this boundary
difference, however., One reason for conducting Experiment 6 (as well as
Experiment 7} wag to see whether the presence of a labial release burst, am-
plified to equal the power of an alveolar burst, might shift the
"slit"="split®™ boundary to the short silences characteristic of the
"gay"."gtay" boundary.
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Method

Stimuli. A good token of "split" was selected from a3everal utterances
produced by a female speaker and was digitized at 20 %Hz. In the original
utterance, the initial [s)-noise (105 ms) was followed by a silent closure in-
terval (about 150 =ms) and a "blit"™ portion consisting of an initial release
burst (16 ms), a voiced portion (about 230 ms), a silent [t)-closure, and a
final (t)-release burst. The major energy of the labial release burst was
concentrated in the first 4 ms. The rms amplitude of these first 4 ms was de~
termined to be about 14 dB pelow the (1) maximum, and 20 dB below the (1I)
vowelqnaxi ®. The final 12 m8 of the burst were about 13 dB below its ini-
tial 4 ms. -

Three additional stimslus versions were oreated either by amplifying or
attenuating the 16-m3 purst by 12 dB, or by eliminating it altogether. The
(actual) silent closure duration in each of the four versions was varied from

.40 to 100 ms in 10~-ms steps, The resulting 28 stimuli were recorded in 10

different randomizations,

Subjects and procedure. The same ten Subjects as in Experiment 3 jdenti-
fied the stimijli as "slit" or "split." Because the author noted that some of
the stimuli sounded like "stliu" to hin, this response alternative was provid=-
ed as well. Stimuli without any clear consonant between the "s™ and the "1"
were to be considered instances of "slit."

Results and Discussion

Since "stlit"™ responses were rather infrequent, Figure 7 shows the com-
bined percentage of "split" and "stljit™ responses as a function of closure
duration and of burst conditions. Three results are evident. First, attenua-
tion of the purst by 12 4B had a clear effect, especially at the longer
silences. Apparently, bhurst attenuation resulted not so much in a boundary
shift as in a flattening of the labeling function. Second, the condition in
which there was no burst at all gave results very similar to the attenuat-
ed-burst condition, provided the no-burst function is shifted to make the
noainal closure durations comparable across the two conditions. (The actual
closure durations were 1€ &8s longer, as Indicated by the arrows in Figure 7.)
This result is not surprising, given the initial low amplitude of the labial
burst. Third, amplification of the burst by 12 dB had, surprisingly, no ef-
fect at all. One side effect of the amplification sezemed to be a tendency to
hear "stlit" rather than "split," in accord with recent data by Chde and
Stevensz (1983) showing that burst amplitude is a cue to the labial-alveolar
distinction. However, the present tendency was exhibited only by three of the
ten subjects. A bias against the unfamiliar "stl" cluster may have played a

rcle,

The effect of burst attenuation or elimination demonstrates that labial
bursts, too, have a function as stop manner cues., The absence of any effect
of burst amplification, however, suggests that the "slit"-"aplit™ boundary
cannot be easily pusned toward shorter values of silence, Althougl ,ne might
have exjected burst amplification to shift the boundary on purely psychoacous-
tic grounds, it 3eems that the amplitude increment was gzither ignored by
listeners or channelled into decision~ ahout stop place of articulation rather
than stop manner. Thius curious and polentially important finding called for a
replication sxperiment.
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Figure 7. Effects of labial release burst amplitude in Expe.iment 6. Numbers
refer to amplitude in dB relative to the original burst. Closure
durations in tne no-burst condition are nominal: actual durations
a‘e indicateu by arrows.

Experiment 7

This study was similar to Experiment 6, except for differences in stimuli
and the ranges of closure durations and burst amplitude values.

Method

Stimuli. Good tokens of the utterances "slash" and "splash" were record~
ed by a different female speaker and digitized at 20 kHz. The fricative noise
of "slash® (142 ms) was used in all stimuli. The remainder (about 590 ms) was
taken from "splash.® This portion included an initial 10-m3 release burst.
(The original closure duration was 66 ms.) The amplitude of the burst ''as de-
termined to be 7.4 dB below the [1] onset, 11.9 dB below the vowel maximum (75
ms later), and 2.9 dB above the fricative noise maximum (120 ms after noise
onset). Six stimulus versions were created by leaving the burst unchanged,
amplifying or attenuating it by 10 or 20 dB, or omitting it altogether. Each
version occurred with (act:al) closure durations ranging from 20 to 60 ms in
10-ms steps. The resulting 30 stimuli were recorded in 10 different randomi-
zations.

Subjects and procedure. The same ten subjects as in Experiment 4
participated. They identified the stimuli as "slash" or "splash," with
nstlash®™ as an additional option. To prepare the subjects for the amplified
bursts, the instructions mentioned that some of the stimuli might have "pops"
in them, which were to be ignored. The data of one subject had to be discard-
ed because of numerous response omissions.

149
15




_

t
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Results and Discussion

The results are shown in Figure 8. The left panel displays the labeling
functions for the different burst amplitude conditions. In two respects, the
findings replicate the principal results of Experiment 6: Attenuation of the
burst necessitated a longer interval of silence, whereas burst amplification
did not have the opposite effect; rather, amplified bursts seemed to function
like slightly attenuated ones. In two other respects, the results are differ-
ent from those of Experiment &: The boundaries were considerably shorter
here, and even tne 20-dB burst attenuation condition still produced substan-
tially more stop percepts than the burstless condition. These differences may
indicate that the present release burst was a more powerful manner cue than
that in the previous experiment. In addition, the different range of c¢losure
durations, as well as other stimulus characteristic, may have contributed to
the boundary difference.
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Figure 8. Effects of 1abial release burst amplitude in Experiment 7. Left
panel is analogous to Figure 7, with legend provided by right pan-
el. Right panel shows category boundary¥ a3 a function of burst am=-
plitude. Actual silence duration in no-burst condition is indicat-
ed by arrow.

The right<hand panel in Figure 8 summarizes the data Ly plotting the
boundary lo~ation a3 a funetion of burst amplitude. It is plain that burst
amplification did not continue the trend established by the burst attenuation
results: AS soon as the amplitude exceeded that of the origillaal burst, its
trading relation wityi silence duration came to an abrupt end. How is this
finding to be explained?
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Only four of the nine subjects gave a1y "stlat™ responses. These re=
sponses were fairly broadly distributed but tended tu ocecur with the higher
burst amplitudes and at short closure durations. However, these weak trends
observed ipn a few subjects are not nearly sufficient to explain the sudden end
of the trading relatjon between burst amplitude apd silence duration.

A more relevant observation is that, to the author (and presumably to the
subjects as well), the amplified bursts sounded like extraneous pops superim-
posed on the stimuli. This subjective impression suggests that amplification
of the burst destroyed its auditory coherence with the other signal portions
and caused it to "stream off." If so, it i3 particularlY interesting that
subjects perceived these stimuli not as if they had no bursts at all, bt
rather as if they had a burst of "normal™ amplitude (see Figure 8). This
finding thus seems related to two other intriguing phenomena described in the
literature: duplex perception (e.g., Liberman, Isenberg, & Rakerd, 1981) and
phoneme restcration (e.g., Samuel, 19n1).

In duplex perception, a component of a speech stimulus is heard as a sep-
arate nonspeech event while, at the same time, it contributes to phonetic
perception. Although the auditory segregation of the component i3 commonly
achieved by dichotic channel separation, monaural duplex perception may ozcur
when an acoustic cue, because of certain extreme properties, loses its coher-
ence With the rest of the stimilus {(see also Miller, Connine, Schermer, &
Kluender, 1983). The present experiment seems to provide such an instance.
Its rasults are also related to phoneme restoration, which is said to ooccur
when a portion of a speech signal is replaced with an extraneous sound without
affecting phonetic perception. Sameel (1981) has shown that, for restoration
to occur, the extraneous sound must be a potential masker of the replaced por=
tion. Thus, the so-called phoneme restoration effect may, at least in part,
be a "cue restoration effect™; that is, listeners fill in missing acoustic
information. A particularly relevant study was conducted by Pastore,
Szczesiul, Rosenblum, and Schmmckler (1982): A syllable-fnitial [p) in one
ear was perceived as "t™ when a noise bu. 3t occurred in the other ear, but on-
ly when the noise included the freguencies typical of [t] release bursts.
These findings combine aspects of duplex perception and cue restoration, as
indeed do the present results. The amplified bursts were, of course, the best
possible maskers of spectrally identical ™normal™ bursts, and because they
segregated as "pops" from the rest of the signal, listeners were led to re-
store the original burst perceptually. If this interpretation is correct,
then the data provide a particularly interesting demonstration of the detailed
tacit knowledge of acoustic f{or, perhaps, articulatory) properties of speech
that listeners possess and apply in the course of phonetic perception.

General Discussion

The present series of studies fills some gaps in our knowledge of the
acoustic cues for stop manner perception. They uniformly show that the re~
lease burst is a highly important cue for the perception of stops after [sl].

One result that emerges from the experiments is that a natural alveolar
release burst is usually sufficient teo cue percepition of a stop in the absence
of closure silence (Exps. 1 and 5), whereas a patural labial release burst is
u3ually not sufficient by itself (Exps. 6 and 7). Althuugh, in the present
studies, alveolar release bursts were followed by pronounced vocalic formant
transitions while labial bursts were not, preliminary observations indicate

151
15T




K]

Repp: The:Role of Release Bursts in’'the Perceptioﬁ of [sl=Stop Clusters

that the generalization holds regardless of folluwing context, and .that velar
release bursts are similar in salience to alveolar ones. The greater powzr of
alveolar and velar bursts is, in large part, due to their greater amplitude
and longer duration, although spectral composition and/or different perceptual
criteria for stops at different places of articulation may also play a role.

. A second result of the present research is that listeners are extremely
sensitive Yo the presence of even very brief or severely attenuated release
bursts (Exps. 1, 2, 5). Experiment 5 showed that, when labeling stimuli
phonetically, listeners are at lea - as sensitive to the presence of 3such min~-
imal bursts as they are in a low=tncertainty burst detection task. As
Nooteboom (1981) has pointed out, "phoneme identification seems to be an ex-
cellent way of measuring just noticeable differences™ (p. 149), This is not a
trivial result, for it suggests that the perceptual c¢riteria employed in
phonetic identification are extremely stable and finely tuned, despite the
high stimulus uncertainty prevailing in a randomized identification test. In-
deed, preliminary data suggest that this stability and 3ensitivity is main-
tained even in listening to fluent speech. The operation of stable criteria,
internal to the listener and presumably shaped by language experience, is a
hallmark of phonetic perception. Nevertheless, these criteria must also be
flexible to accommodate natural variability in speech, such as might be due to
changes in articulatory rate. In other words, the criteria are stable but not
fixed; they are stable in the sense that their variability is not random but
controlled bv relevant factors.

A third finding is that release bursts, when shortened or attenuated in
various degrees, engage in a regular trading relation with closure duraticn, a
second important cue for stop manner: The weaker the burst, the more silence
is needed to perceive a stop. There are two contrasting hypotheses about the
origin of such a-trading relation: It may either be phonetic or psychoacous-
tic in origin. According to the phonetic hypcthesis (see Repp, 1982), the
listeners' internal criteria specify the "prototypical™ acoustic properties
for the relevant phonetic segments, so that a reduction in one relevant prop-
erty mist be compensated for by an increase in another property to maintain
the same response distribution. (A similar prediction could be derived from
the information integration model of Oden and Massaro, 1978; see also Massaro
and Oden, 1980.) According to the psychoacoustic hypothesis, on the other
hand, the principal cue for stop manner resides in the onset characteristics
of the signal portion (which includes the burst) following the closure
silence, and the role of the silence is to prevent a forward masking effect of
the preceding fricative noise on the auditory representation of those
characteristics, and/or to enabie the listener to attend to the critical onset
properties, (This hypothesis is also congerial to the acoustic invariance hy-
pothesis of Stevens and Blumstein, 1978.)

The present results are not wholly incompatible with psychoacoustic ex-
planations. For example, the finding thau attenuation of the fricative noise
resulted in a reduction of the amount of rilence needed for stop perception
{Exps. 3 and 4), but only when a burst was present (Exp. 4), could be
attributed to auditory forward masking. Effects of burst amplitude on stop
manner perception also lend themselves to a psychoacoustic interpretation in
terms of burst detectability. Data from other recent studies, however, argue
strongly against a psychoacoustic account at least of the role of silence in
stop manner perception. Best et ali. (1981) found that the trading relation
between closure duration and the F1 transition for the "say"-"stay" contrast ’
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was absent in nonspeech analogs of the stimuli. Repp (1983b) demonstrated
that this same trading relation, as well a3 that between clofure duration and
burst amplitude in "slit"-"split," was restricted to the phonetie boundary re-
gion but absent within phcnetie categories. Perhaps the strongest result was
recently reported by Pastore, Szezesiul, RoSenblum, and Schomckler (1983):
When the - [s)-noise and the vocalie portion ¢ ™slit"-"split" tokens were
differeritially lateralized, so as to reduce peripheral auditory masking and
facilitate selective attention, the amount of closure silence needed to per-
ceive "split" remained the same. These results strongly favor a phonetic ac-
count of the integration of acoustie cues in stop manner perception, without
ruling out certain p .ychoacoustic interactions in the peripheral auditqry sys-
tem that way, for example, affect burst detectability.

Two findings were unexpected and should provide a stimilus for further
research. One result is that, apparently, burst amplitude has its effeet on
stop manner perception in absolute terms, not relative to the amplitude of the
following signal portion (Exps. 3 and 4). The role that potential stop manner
cues in this wvoiced portion may have played needs to be examined in a more
controlled fashion. The results may suggest, however, that important stop
manner cues reside in the first few milliseconds following the clcsure=—that
is, in the absolute magnitude and slope of the sudden energy .increment.

A second unexpected finding was the absence of a trading relation between
amplified 1labial release  bursts and closure duration (Exps. 6 and 7). This
pheNomenon was tentatively interpreted as an instance of "cue restoration™:
The amplified burst was perceived as an extraneous "pop" and thus, instead of
functioning as a cue in the speech signal, assumed the role of a masker for
the cue expected by listeners—viz., of the "normal" release burst represented
in listeners' detailed tacit knowledge of the normative acoustic properties of
speech. A relation may exist between this phenomenon and the demonstration by
Pols and Schouten (1978) that burstless initial stop consonants are more
accurately perceived when preceded by pink noise (a potential masier of an ab-
sent burst) and Samuel’s (1981) findings on the role of ™bottom-~up confirma-
tion" in the phoneme restoration paradigm.

In coneclusion, the present experiments have yielded factual information
on the perception of a little-investigated cue as well as several intriguing
effects that should stimualate further research. The results provide a modest
challenge to psychoacoustic theories of speech perception. From: a
paychcacoustic viewpoint, sStop manner perception seems a much simpler problem
than, for example, perception of place of articulation: All that may be in-
volved i3 the "detection of som#” critical amount of energy increment OF
discontinuity in the signal. The eventual success or failure of psychoacous-
tie theories will rest, of course, on their ability to explain all kinds of
phonetic perception, as well as to prediet specific results from a model of
auditory speech processing. Interesting work along these lines is now in pro-
gress (Delgutte, 1980, 1982; Goldhor, 1983}, and the present data, being rel-
atively straightforward, may provide a convenient testing ground for new
models of peripheral auditory processing.
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Footnotes

1Dm'lnan et al. (1980) found that the presence of an alveolar release
burst was not sufficient for perception of a -stop in vowel=fricative context
(i.e.y of an affricate, as in "ditch") in the absence of closure sileace,
While it is difficult to generalize from results obtained with si.gle tokens
of natural speech, it 1is possible that release bursts are more effective stop
manner cues in fricative-vowel than in vowel-fricative environments.

2Anp11r.ude measurements were performed after redigitizing the utterance
without Preemphasis, using a program of the ILS speech analysis system. The
powerful appearance of the burst in Figure 1 is ip part due to high-freqrency
preemphasis. nYowel onset" refers here to the 20 ms of waveform immediately
following the 20-ms burst. The burst, as defined here, may have Included a
first, extremely weazk glottal pulse (between cutpoints 5 and 6 in Figure 1.
No attempt was made to distinguish between transient, fricative, and
aspirative phases of the burst (see Fant, 1973).

3Playback amplitude was not precisely c=librated but was held constant
within a few dB by maintaining a certain setting of the level control on the
tape recorder (Atpex AGS500) for all subjects. The pezk amplitude of the vowel
at the subjects’ earphones {approximately 83 dB SPL) was estimated postexperi-
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mentally by converting the peak deflection of a vacuum tube voltmeter in re-
sponse to the test syllsiles into dB SPL, according to a chart prepared by
Haskins Laboratories technicians.

y
For no p#~-.icular reas.., the purst was excised rather than infinitely
attenuated. The latter procedure would have peen preferable, but there are no

- serious consequences for the inierpreiation of the results. (The same applies

to Experiments 6 and 7.)

5The reason for the different effects of vowel attenuation in Experiments
3 and 4 is not clear; they may have been due to different strengths of the
stop manner cues in the vocalic portions used. In Experiment 3, no tendency
to hear copsonants other than "t" was noted, and a 40-ms silence zlways yield-
ed close to 90 percent "stay" responses. In Experiment #, on the other hand,
a significant number of "“svay" and "spay" responses occurred, and even when
theze were pooled with "stay" responses, the total percentage for burstless
stimili with a 40-ms silence was only 72. Therefore, the vocalic portion in
Experiment 4 seemed to contain weaker stop manner cues than that in Experiment
3, and this may explain the different effects of attenuation. .

6Finally. the pattern of "svay" and "spay" responses may be considered
(Table 1). Attenuation of the burst increased both types of responses,
simultaneously decreasing "stay" responses. Total elimination of the burst
increased primarily "spay" responses. There was also a consistent Vowel ef-
fe~t, with both "svay" and "spay" responses being less frequent when the vo-
calic portion w:s attenuated. Fricative amplitude, on the other hand, had no
effect on these responses at all. Closure duration did play a role {(not shown
in Table 1)}: "svay" responses decreased as closure duration increased in sti-
mli with bursts, but increased (high vowel amplitude) or remained constant
(low vowel amplitude} in burstless stimuli; "spay" responses showed a strong
increase with closure duration, provided they occurred at all {stimuli with
low burst and high vowel amplitude, and burstless stimuli). The latter trend
is in agreement with earlier observations that long closure durations faveor
perception of a labial place of articulation (Bailey & Summerfield, 1980).
"Svay" percepts, on the other hand, may have vresulted from either
"misinterpreting™ the burst as frication when the closure was short, or—in
burstless stimuli--they may have taken the place of a possible "sthay" cate-
gory, which is difficult to perceive but corresponds to the informal observa«
tion that burstless "day” portions often resemble "they.” In either case,.
however, attenuation of the vocalic portion favored "stay" over "svay" and
"spsy,™ which indicates a role of the vocalic onset envelope in this distine-

tion.

?There is a long-standing controversy, familiar from the literature on
categorical perception (see Repp, 1983a, for a review), about whether speech
perseption experiments should be concerned with what listeners can do 1 an
optimal situation or with what they do under normal circumstances. Auditory
threshods are often assessed in bighly practiced listeners after many hours
of training, No strong claim is being made here that these optimal thresholds
coincide with the limit of burst cffectiveness in phonetic identification, al-
though they obviously define a .~wer bound. Rather, the hypothesis tested
here concerns the *bui'st detection threshold for unpracticed listeners in a
brief disorimination test, on the assumption that this threshold is wore like-
ly to match the threshold of burst effectiveness in identification. In any
case, the hypothesis is that listeners' sensitivity in phonetic identification
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is no worse than in overt burst detection; if it is better, we would have ev—
idence that the subeconscious processes of phonetic identification maximally
exploit auditory sensitivities.

8Some subjects gave many "svay" and/or "spay" responses; the former oc-
curred most often at intermediate burst amplitudes and silences, the latter at
low burst amplitudes and long silences. For the purpose of group boundacy
determination, these responses were grouped with "stay" responses.

9Inspection of the unpreemphasized waveform suggested that a firsq, very
low=-amplitude glottal pulse may have been included in the burst as defined
here.

P )

1‘It seeps likely that amplification of the burst by just a few dB would
still have increased its power as a manner cue. However, the present data
suggest that the trading relation with silence duration ends well before a
10-dB gain is reached. '
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A PERCEPTUAL ANALOG OF CHANGE IN PROGRESS IN WELSH®

Suzanne Boyce+

Stendard Literary Welsh exhibits a phenomenon known as "ipitial muta-
tion,"™ in which a lexical item may retain the initial consonant of its cita-
tion form or undergo one of three different rules that change its initial con.
sonant by one feature. These rules-are traditionally known as the SOFT, MA-
SAL, and ASPIRATE mutations. The SOFT mjtation changes voiceless stops and
liquids to their vo*ced counterparts, and changes voiced stops to homorganic
voiced fricatives, The ASPIRATE mutation changes voiceless siops %o
homorganic voiceless fricatives. The NASAL mutation changes voiced and voice-
less stops to nanals but maintains voicing and aspiration characteristics
(Fynes=Clinton, 1913), Examples (1)-(4) below fllustrate, in order, the words
/pot/ ‘pot’ and /beik/ ‘bicycle’ in CITATION form, and SOFT, ASPIRATE, and NA-
SAL mutations. :

{1a) (CITATION) (s poxl {ib) [a beik]
The pot., The bicycle,
* (2a) (SOFT) (ei bot) (2v) (el veik)
His pot. His bicycle,.
(3a) (ASPIRATE) {ei fot) (3b) (ei beik]
Her pot. Her bicycle.
(4a) (NASAL» (va mhot) (4b) {vo meik]) '
My pot. My bicycle.
N
The mytations are triggered by a preceding word or a particular syntactic
context rather than phonological environment. Triggering contexts are

idiosyncratic and dissimilar; typical contexts for the SOFT mutation, for

+Also Yale University. -
-Acknowledgment. This research was supported by NICHD Grant HD-01994 to Has-
kiris Laboratories. I am particularly grateful to Frank Gooding of the
Linguistics Department &t the University "ollege of North Wales, Bangor, for
sharing his time and laboratory, and tor. -olyn Iorwerth for her advice and
aid in finding subjects. Many thanks go to the Welsh-speaking students of
University College, Bangor, and to.the members of . he Welsh club at Cambridge
University for their voluntary participation in a somewhat frustrating
experiment. I wish to thank m collaborators Cathe Browman and Louis Gold=
stein, and my colleagues Rena Krakow, Sharon Manuel, {larriet Magen, Doug
Whalen, Andre Cooper, Karen Kay, and Margaret Dunn for reading and commenting
on innumerable drafts of this paper. Special thanks are also due to Gwen
Awbery, for her comments on an earlier version.

[HASKINS LABORATORIES: Status Report on Speech Research SR~76 (1983))

159 ’

164

~3




Boyce: Perceptual change in Welsh

instance, are after the word i 'to,' adjectives after feminine nouns, and
negative verbs that begin with [bl,[d],{g). Strictly speaking, therefore.
conditioning for the mutations i< neither morphological, syntactie, nor phono=-
logical, but something of all three.

Ther: is a certain amount of converging evidence that the ASPIRATE and
NASAL mutations are used less and less frequently in the Spoken language.
Jones (1977), for instance, states that ™the Aspirate Mutation after other
words [than ei 'her!] is rarely heard in spoken Welsh™ (p. 10S5) and that
"there is a tendency in many areas to use the Soft Mutation rather thar the
Nasal after sn ['in'] (p. 331). The most detailed analysis of this tiend may
belong to Awbery (in press;, who presents evidence from a number of Southern
dialects that the SOFT mutation is gaining ground at the expense of the
ASPIRATE and NASAL mutations. Thus, in envlronments where Standard Welsh
would use the NASAL or ASPIRATE mutation, Southern diaslects may substitute the
SOFT wmmtation. In addition, she notes a number of environments where the
ASPIRATE mytation is dropped in favor of the CITATIOK form. Awbery states
that dialects may differ as to which environments and which lexical item$ un-
dergo the change, and thet these changes are more common for younger than old-
er speakers. Her examples for the (Standard) citation forms /ka:nol/,
/klowed/, and /karcg/ are given below. The mutation being applied is in
parenthesis,

(5a) (NASAL=Standard form) [y yha.nol » zaur)
(5b) (SOFT-Dialectal form) [ey ge:nol @ &aurl
In the middle of the floor.
{6a) (ASPIRATE=-Standard form) [ (ni) xlewes i 31m)
(6pb) (SOFT-Dialectal form) ( Blowes i 3im)
I diédn’t hear.
(7a) (ASPIRATE=Standard form) [buru =» yarcg)

{(7Tp) (CITATION~Dialectal form) [bury a kar-g)
To hit with a stone.

Awbery's ci.im is-~that although these changes show considerable variation
among dialect:y and speakers, there is & ciear pattern of change in progress
from a four-way to a two-way system.

Given that such a change is occurring, the everyday experience of muta-
tion for speakers in the South must be somewhat varied; that is, speakers
must be accustomed to hearing both Standard and dialectal forms in the rele-
vant mutation contexts. From the standpoint of any one speaker 's experience,
and regardless of whether the speaker's own grammar and productions are based
on Standard or dialectal forms, the recognition system must anticipate alter~
native possibilities for those contexts of NASAL and ASPIRATE pmutations in
which substitutions may occur. 1In addition, overall, speakers must hear fewer
instances of the NASAL ard ASPIRATE mutations than of the SOFT mutation ard
CITATION forms. Presumably speakers are aware of this situation at some level
of their internal grammar; that is, they must 'know‘ that the NASAL and
ASPIRATE mutatinn contexts are problematic.

It is often hypothesized that iang:.uge change coalesces around some point
of wulnerability in the system (opacity, hele in the pattern, ete.). In this
vein, it's interesting %¢ rot& ril evan ia Stondard Welsh, tuere are many
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more contexts that require the SOFT mutation than the ASPIRATE and NASAL muta=-
tions; an informsl count of triggering contexts 1listed in Jones (1977)
reveals 2 for NASAL and 10 for ASPIRATE, as opposed to 5! for SOFT. This im-
balance has apparently (Warren Cowgill, personal communication) always existed
in the history of Welsh; although all three mutations have been steadily las-
ing contexts, the NASAL and ASPIRATE mutations have always bheen relatively the
most impoverished. (Note, however, that both MASAL anc ASPIRATE mutations oc-
cur in some very common phrases-—for instance, the NASAL mutation after 2n
'in’ and the ASPIRATE mutation after ei ’her.' This may mean that if one fac=
tor affecting wulnerability to linguistic change i{s frequency of usage, the
particilar measure applied must be based on refularity of usage, or number of
forms subject to the rule, rather than simple text frequency.) Thus, histori-
cal data as well as data from current productions in spoken Welsh suggest that
the ASPIRATE and NASAL mutations are weakening.

The results we present in this paper are focused on the state of the mu-
tation system as a result of the change in progress in spoken Welsh. However,
these data are derived from a series of experiments originally designed to
.speak to a different issue, that of the internal structure of the lexicon for
morpholozically related words. Because of this separation between the origi-
nal aim of the experiment and the way we look at the data here, only a very
brief description of the experimental design and the theory behind it is of-
fered below. The entire series of experiments is reported in detail in Boyce,
Browman, and Goldstein (in preparation’. .

Briefly, the experiments involved a method known as repetition priming.
This technique relies on the fact tnat a subject who has heard or read 2 word
recently will recognize it faster and more accurately when it is presented a
second time, that is, the subject is ‘'primed™ for recognition of that word.
The effect has recently been maaipulated to probe the organization of the
lexicon for morphologically related words by testing which pairs of related
words produce a priming effect (Stanners, MNeiser, Hernon, & Hall, 1979).
Thus, our experiments were structured to measure priming between various forms
(CITATION, SOFT mutation, etc.) of the same lexical item.

Procedure

Subjects listened first -to & list of "priming" words and then to a secon
list of "target" words that were obscured by simultanesus rprandom noise.
Words ysed were mono- and bi-syllabic masculine nouns beginning wiin a voiced
or voiceless oral stop, .nd were carefully balanced for number of (citation
form) initial /p/,/t/,/k/,/0/,/d/,/¢/. All had stress on the first syllable.

Each word was presented in a syntactic context that required a particular
mutation and was recorded onto tape by a native speaker of North Welsh. The
contexts were as illustrated in examples (1)=(3) above with the additiom of
optional postpositions: (a) ei o (SOFT MUTATION); (b) ei __ ni (ASPIRATE
MUTATION); and (ec) o __ sma (CITATION FORM for mascuiine nouns).  The
postpositions mean, in order, ‘of him,’ ’of her,’ and ’here’ or 'this.t (all
three phrases gare in current colloquial usage.) Subjects were told which
phrases would occur and were asked to write each phrase in full if they could.
Only full phrases with correct context and mutated form as well as correct
lexical item were scored as correct responses. Note that although in general
the ASPIRATE mutation is sabject to dialectal substitution, the ASPIRATE muta-
tion in the context "ei __ (hi)" is rigorously observed (Jones, 1977, p. 105).
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Presumably this is due to ~ontrast with the SOFT mutation context "ei
(0)." To simplify experimental design, the NASAL mutation was not used.

Su Q,Iecta

The subjects were 60 nalive speakers of Welsh recruited through
Welshespeaking clubs at the University of Bangor, Wales, and Cambridge Univer-
sity, England. Of these, 34 were born and educated in North Wales, and 26
were barn in South Wales. (The major dialect boundary for Welsh runs between
South and North Wales.)} Forty-eight of the subjects had experience with
Northern dialect from living in North Wales; the other 12 (all born in the
South) were accustomed to Northern dialect from radio programs and friends.
None had any difficulty understanding the Northern pronunciation of the speak-
er who made the tape.

£

Results

We present datz here from two experiments. AS noted above, both experi-
ments were set up to contrast different prime-target combinations for the
three contexts used; however, for our purposes here the relevant compariscea
is always, for instance, all CITATION fora means versus all ASPIRATE mutation
means, all ASPIRATE emmtation means versus all SOFT mwtat.on @eans, and 3o on.

In Experiment 1, each form of a lezica. item {CITATION, SOFT mutation, or
ASPIRATE mutation) was primed kv thac iexlical item in the same form. Thi was
contrasted with conditions ir. which the targel word was not primed. In all,
eight different lexical items {(worus} were used. Fach was represented once in
the appropiiate form (CITATION, SOFT mutation, ASPIRATE mutation) in each
condition. The following table shows the results ar mean percent correct re-
sponses to the target form.

PRIME: SELF NONE
I CITATION FORM 73 46
g SOFT MUTATION 67 46
5 ASPIRATE MUTATION 36 20

Here we see that means for the CITATION form and SOFT mutation are nearly
icdentical in both the SELF and NONE conditions. This means that the CITATION
and SOFT mutation forms behave similarly under both presentation conditions.
In contrast, the means for the ASPIRATE mutation are considerably lower.
{An2lysis of variance showed the difference between the three sets of means to
be significant at the 1% level. A posteriori contrasts between pairs of means
for the CITATION, SOFT mutation, and ASPIRATE mutation findicate this differ-
ence is due to the lower ASPIRATE mutation means. There was no significant
difference between means for the CITATION form and SOFT mutation.) This sug-
gests that, even when subjects had been previously exposed to the same word,
in the same mutating phrase, words to which the ASPIRATE mutation had applied
were more often misperceived. This difference between SOFT and ASPIRATE muta-
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tions held for speakers bdorn in both the South and North regions. (The
iateraction between mutations and area of speaker was not significant.)
Rescoring in which all parases with the correct lexical item were counted (re-
gardless of mistakes in context or mytation heard) did not alter these re-
sults. Thus, the weaknass of the ASPIRATE mutations does not represent some
"hias®™ on the part of subjects against reporting the ASPIRATE mutation, or
against reporting the "ei _ hi®" ‘hers' context. Rather, actual recognition
of the lexical item is impe "~d in this context.

The second experiment jis essentially a replication of the first, for a
larger word set and with the addition of two more prime-target conditions.
The CITATION form was excluded. Thus, forms in botl mtations were presented
in the following conditions: (i) primed by themselves (SELF priming); (ii)
not primed; (iii) primed by the citation form (BASE priming); and (iv)
primed by the other mutat’on {(OTHER priming). The following tadble shows the
data for the SOFT and ASPIRATE m:tation under each of these conditions, again
as mean percent correct recognition of the target mutated form. This time, 32
lexical items were used. Again, each appeared once in each condition.

PRIME: SELF  NONE | BASE  OTHER
T '
A SOFT 61 L) I B 49
R MUTATION i
G i
E ASPIRATE 47 27 + 43 39
T MUTATION i

As in Experiment 1, in all conditions those forms to which the ASPIRATE
mutation has applied are poorly recognized compared to forms in which the SOFT
mutation has applied., (&nalysis of variance showed the difference between the
twe sets of means to be significant at the 3% level.) Again, this pattern
holds for speakers from both regions (the interaction of area by mutation was
not significant), and rescoring again made no difference.

Discussion

Taken together, these results parallel the change in the mutation system
documented by Awbery. Her evidence shows the weakness of the ASPIRATE muta-
tion, a3 a rule that is being replaced by another rule, and suggests that the
CITATION form and the SOFT mutation contrast with the ASPIRATE as lively,
well-established rules in the grammar of Welsh. The experiments described
above show that this linguistic situation is reflected in (1) an equal proba-
bility that the CITATION and SOFT mutation forms will be correctly identified
and (2) a greater l;gelihood that forms in the ASPIRATE mutation will be mis-
perceived or missed.” This result is particularly striking because, as noted
above, the context "ei __ hi" is an extremely robust environment for the
ASPIRATE mutation. Thus, the differential effect for the ASPIRATE mutation
oceurs in a context exempt from the change in progress. This shows that it is
the rule itself, with all the contexts in which it applies, that is problemat-~
ic rather thap one particular syntactie or morphological context. Further,
speakers from both dialect areas show this effect of decreased perceptibility
for the ASPIRATE mutation.
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These results are interesting for several reasons. First, of course, our
experiment constitutes independent ind empirical support for Awbery's hypothe-
sis abnut mutation rule change in Welsh. More importantly, our experiment
shows that rule change in progress may be reflected in a tendency to confuse
or misperceive input that is eligible to uiadergo the changing rule. We have
seen that for all speakers, regardless of dialect area, anry ASPIRATE mutation
context is susceptible to misperception. This is c¢lear because the mispercep-
tion occurs even in the robust context ‘ei __ hi" 'hers,' which is not subject
to dialectal substitution or change. It is not clear how much this decrease
in perceptibiiity for the ASPIRATE mutation i3S due to the sSubjects’ experience
of dialectsl substitution in ASPIRATE mtatioa contexts, and how much to
internal, grammar-related factors that may have led to changing production ‘n
the first place. We Xnow that {(many) Southern speakers are accustomed to
expeiencing an unstable situation for the ASPIRATE mutation, but data on how
mich the experience of Northern speaners ipcludes substitutions in ASPIRATE
mitation contexts are currently unavailable. Production data from the North
parallel to Awbery's are needed to sort out these possibilites. It is possi-
ble that a study of Northern dialects would raveal a similar pattern of change
in progress. If so, then the interpretation of our data is the same for both
Northern and Southern speakers, i.2., that the recognition system changes as
production changes-=-in some cases, a3 in our robust ‘hers’ context, it may
even anticipate production for environmen:s tha' are eligibie to undergo the
changing rule, but don't. On the other hand, if no such changes are reported
ir Northern dialects, our experfments ma2y have tapped the early stages of a
change that has not yet emerged into production in the North.
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Footnotes

1More precisely, it vecices [pl,{t),(k],{¢] and Ig"], and Spirantizes
(b],(d) and [m]. The fricative reflex of [g] was once realized as [y] but has
since disappeared.

2It. has been Shown (Kempley & Morton, 1982) that target words that have
been primed are more readily recognized in noise.
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Bﬂn alternative explanation for these data based on differences in
discriminability for fricatives and stops may occur to the reader. Notice,
however, that equal numbers of hoth phonetic categories appear in both muta-
tions (e.g., (botl] vs. [veik], (fot] vs. (beik])}, and that while words with
initial voice:¢ {ricatives were somewhat better recognized than words with ini-
tial voiceless fricctives, words with initial voiceless stops were better rec=-
ognized than worus with initial voiced stops: thus, the effects should even
out. In addition, a parallel experiment {(not reported here) using words whose
initial consonants are never subject to mutation showed the same differential
effect in ASPIRATE mutation contexts. This evidence is examined in greater
detail in Boyce et al. {(forthcoming).
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SINGLE FORMANT CONTRAST IN VOWEL IDENTIFICATION*

Robert G. Crowder+ and Bruno H. Repp

Abstract. Subjects rated ambiguous steady-state vowels from a conw

tinuum with respect to the categories /i/ gnd /1/ (Lxperiment 1) or

/¢/ and /2/ (Experiment 2). Each target was preceded, .35 sec ear-

lier, by one of the following precursors: (1) one enapoint from the .

target continuum, (Z) the other endpoint, (3) the isolated first

formant (F1) from (1), (4) the isola'.:d F1 from (2), or (5) a hiss~

ing noise. Although (3) and (4) did ..ot sound as if they came from

the target continuum, they produced reliable contrast in .both

experiments. In the /i-1/ experiment, single-formant contrast was

as powerful as from the full vowels. These results suggest a senso~-

ry, rather than judgmental, basis for the vowel ccntrast effects obe

tained.

The occurirence of contrast in perceptual judgments along single dimen-
sions is so coL~onlyplace it seems almost uninteresting. In judging shades of
grey, heaviness of lirted objects, line lengths, loudness of tones, and so on,
the perceived magnitude of one stimulus is usually affected contrastively by
another stimulus with which it is presented. A patch of grey seems d=vk
against a white background and yet the same patch seems light against a black
background, for example. The pervasiveness of conirastive interactions be~
tween neardby stimuli should not, however, lead us to forget how important it
is. Contrast allows the perceptual system to focus o what otherwise might be
elusive differences. It hardly requires discussion that edge sharpening, tn

_vision, advances the more informative aspects of the visual world at the ex-

pense of the less informative aspects.

The example of visual brightness contrast is an interesting one because a
detailed neurophysiological basis for it has been worked out {(however, see
Gilehrist, 1977). Edge sharpening in at least 3imultaneous brightness con-
trast follows inescapably from verified rules of recurrent latera) inhibition
in the visual (retinal) system (see summary in Lindsay & Norman, 1977). Where
does this leave us with other kinds of contrast, though? Tt would be grandi-
ose tof apply the neural eircuitry proposed for brightness contrast to, say,

*Also Perception & Psychophysics, in press.

+Also Yale University.
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contrast effects in judging the conservatism of Supreme Court Justices. Some
kinds of contrast, in other wurds, might be more "cognitive®™ or judgmental and
others more sensory. (This comment need not seem” like an eruption of the
mind /body distinction: Infants would display the sensory forms of contrast
but not the judgmental forms.)

In fluent speech perception, most especially in unstressed, "reduced"
vowels, the stimulus information is often impoverished relative to prototypi-
cal category instances. In a speaker's haste to get from one to another
consonantal gesture, he/she often "misses" producing a vowel sound in anything
like its citation form. Veridical perception would be well served, in these
cases, by a process of "edge sharpening® for the vowel perception system., so
that surviving acoustic stimulus distinotions would be exaggerated. Indeed,
since the work of Fry, Abramson, Eimas, and Liberman (1962), it has been known
that isolated vowels show oontrastive context effects in identification judg-
ments.  Sawusch. Nusbaum, and Schwab (1980) have distinguished three classes
of explanation for the various instances of vowel contrast that have been
reported in the intervening years. They discount feuture detoctor fatigue as
an explanation because there are often substantial time lapses b tween context
and target. We can also mention that retroactive contrast (Diehl, Elman, &
McCusker, 1978; Repp, Healy, & Crowder, 1979)-—where the target comes first
and the context second--effectively dismisses this first explanation. Changes
in auditory ground and response bias are the two remaining classes of hypothe-
sis. Sawusch et al. ('980) apply these interpretations mainly to contrast
elicited in an anchoring paradigm and we need not follow these applications
here in detail. It suffices to remark that the auditory-ground interpretation
appeals to sensory contrast in a way that is congenial with the analogy to
visual brightness contrast, whereas responss bias would very clearly be a
Judgmental process.

Sope recent resvarch on selective adaptation in the perception of stop
consonants has pointed towards auditory-sensory explanakions rat..er than to-
wards judgmental explanations. In the selective adaptation paradigm, repeated
presentations of an adaptor stimulus are shown to affect the perception of a
subsequent test stim:lus. The experimental operations involved in measuring
selecl.ive adaptaticn are obviously a special case ¢f contrast, several authors
having suggested a profound continuity of process between the two (Crowder,
1981; Diehl et al., 1978; Diehl, Lang, & Parker, 1980). In two such experi-
ments, the authors were able to pit sensory (spectral) and judgmental factors
against each other. In one of these studies, Roberts and Sumrerfield (1981)
used an audio=-visual adaptor in which an acoustic /be/ as synchronized with a
visual /ge/. The combination was identifizd as /de/ Gr /3e/; however, its
effect on perception of a /be-~de/ test series was identical to that of an
unambiguous acoustic /be/. Thus, perception responded to the *7ectral, and
not the perceived phonetic, nature of the adaptor. In the othe: experiment
{Sawusch & Jusczyk, 1981), an adaptor was made from a fricative=stop~vowel
syllable /s+ba/ with 75 ms of silence between the two Segments. Under these
conditions, subjects call the adaptor syllzble ™"spa" evern thougn the
stop-vowel portion, alone, is unambiguously /ba/. In a /ba-pa/ test series
following these and other adaptors, the "perceptual /spa/" but Macoustic
/s+ba/" affected responses just the same way as did an unambiguous /ba/, again
showing the spectral cue to prevail even in the face of contradictory label-

ing.
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In their experimental work with isolated vowels from the /i/=/1/ continu-
um, Sawusch et al. (1980) reached the interesting conclusion that both sensory
and judgmental factors contribute to contrast, but at different ends of the
esrtinuum. Their technique involved measurement of discrimination sensitivity
as well as identification ratings. When /i/ was the context (anchor), there
seened to be genuine chénges in the sharpness of the sensory system in the /i/
range of the continuum. When /1/ was the context, however, the changes seemed
rather to be in where pcople placed their response criterion. Thus, within
the same stimulus continuum we may be able to see more than one form of con-
trast operating. 5

. Experiment 1

The present report extends the Sawusch et al. work in several ways, but
it explores the same question of where contrast effects should be located with
regard to the sensory versus response end of the processing machinery. In our
experiment, pairs of isclated .vowel sounds were presented in ragpid (.35 sec)
succession. The stimuli all came from a seven-item /i/«~/1/ continuur varying
only in F1 frequency. (The stimuli used by Sawusch et al. varied in F2 as
well as F1.) The second item in each pa’r was the target (second through
sixth item from the continuum) and thé first was either of the two endpoint
items, either of these two items with F2 and F3 removed, or a control (hiss).
No response was required to the first item in each pair, the context item.
These conditions were either mixed together randomly in a continuous series of
trials or were presented in blocks. In the latter arrangement We should be in
a position to observe the anchoring effects found by Sawusch et al. as well as
“"regular” contrast between the two items 'in a pair. When the conditions are
randomized, however, only pairwise contrast should be observed. Our choice of
the neutral hiss in the control condition”was considered: We wanted as close
to a "no contrast®" condition as we could get. Any tone or vowel, however
unrelated to the test continuum it Seemed, carried potential spectral or
phonetic bias. The hiss served as a simple warning signal with no such bias.

Because removal of F2 and F3 results in these items' Sounding u-.like to-
kens of the /i/=/t/ continuum, we can also offer expectations for which con-
trast effects ought to be influenced by whether the precursors are intact
three=foy mant vowels or not. If Sawusch et al. are correct in assigning con-
trast produced by /i/ to sensory factors, we might expect that removal of F2
and F3 would make little difference. For example, Crowler (1981, 1982) has
proposed a theory of frequency-specifiec recurrent lateral inhibition (see be-
low) that anticipates the same degree of contrast whether or not F2 and F3 are
present. If contrast from the /I/ side of the continuum is produced by other
factors, perhaps response bias or a range-frequency effect (Parducci, 1974),
then removal of F2 and F3 might alter the situation, ‘-ecause the tacit labels
that subjects might assign to the precursors (and that vwighi engage the judg-
mental bias) would be foreign to the target /i/~/:/ con. nuum. Furthermore,
if a sort of adaptation-level mechanism contributed to con‘rast in the anchor=
ing situation (3Sawusch et al., 1980), then we should expect more contrast in
the blocked arrangement of conditions than in the randomized arrangement;
this is tecause in the blocked arrangement the same single precursor is the
first item in each pair and therefore vastly outnumbers each of the six items
that can be the second item in the pair.
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Method

Subjects. The subjects were 20 Yale undergraduate, serving either for
pay or for course credit.

Stimuli. The basic continuum of seven vowels Wwas prepared on the Haskins
Laboratories Parallel Resonance Synthesizer. The items were designed to range
perceptually from /i/ to /1/ and varied only in F1 center frequencies (from
279 to 381 Hz in roughly equal steps). F2 and F3 center frequencies were kept
fixed at 2075 and 2780 Hz, respectively. These frequencies were compromise
values between those typical of the vowels /i/ and /1/ (Peterson % Barney,
1952). Three additional stimuli were used: (1) the /i/ endpoint from the
continuum with F2 and F3 removed (through options within the synthesizer);
(2) the /1/ en’point modified in the same way, and (3) a soft Lkiss, which
served as a control. All stimuli were 300 ms long. The vowels rose in funda~
mental freguency from 80 to 100 Hz during the first 100 ms and declined to 85
Hz during the last ‘00 ms. The amplitude envelope was likewise shaped at the
beginning and end of -the syllable. In the stimuli with F2 and F3 removed, the
amplitude of F1 matched F1 amplitude in the correspending full vowels., Howev-
er, the overall amplitude was reduced by removal of F2 and F3.

In.a preliminary experiment, 25 subjects were given single-item identifi-
cation tests on vowels similar to theé vowels lackin, F2 and F3 used in the
present experiment. Other details of that preliwminary experiment need not
concern us: It incluuded contrast comparisons similar to, but superceded by,
those of the present experiment. Nething in the priliminary study
compromises, however, what we found later. Of interest now is that these 25
subjects were asked to listen to tokens of the various precursors in isolation
and report what they sounded like, with c¢xamples of words containing the
sounds. It has long been known that people can perceive and classify sin-
gle-formant -vowels, and that lov frequency single formants are heard as back
vowels {Delattre, Liberman, Cooper, & Gerstman, 1952). When describing the
/i/ endpoint of the vowels described above, but with F2 and F3 deleted, 24 of
the 25 subjects reported it sounded like /u/ (BOOT) and the remaining.subject
reported /®/, Given the /1/ endpoint, 7 responded with the same vowel (/u/),
14 with the sound /o/ (BOAT), 3 with /a/, and 1 with /3/, but never /1i/,
Thus, we may be assurcd that removal of tlie second and “n1ird formants did in-
deed drive labeling away from the /i /=/1/ continuuam.

The experimental tapes contained 100 trials: (pairs of vowels) apiece.
Each trial included the pracursor, a 350 ms delay, and then the target: after
the offset of the target, there was a 2.5 sec delay before the beginning of
the next trial. After every 10 trials, there was a longer intertrial delay (5
sec) intended to help subjects ieep their places.

Procedﬁre. Subjects in the blocked condition received five 100=-trial
tapes, one for each of the five precursor cenditions, in different orders as
determined by a Latin square. The 100 trials with a given precursor included
20 with each of the target vowels (numbers two through six on the criginal
continuum). Subjects in the random condition heard precisely the same 500
trials, also in batehes of 100; however, the trials were completely random=-
ized, so that two adjacent trials usually had different precursors,

1n the first part of thz session, subjects were played the /i/=/1/ con~
tinuum three times, in order, from number two through number six of the origi-
nal seven. They were told that the first item in the group is "what we are
calling EE" and the last is "IH." They all then listened to the first 10 tri~
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als on the Random tape as practice, and then began the experiment proper. An-
swer sheets had arabic numbers from 1 to 5 opposite each trial number. Over
the left column (the 1's) the word BEET was spelled and over the right column
(the 5's) BIT. The procedure was to rate the similarity of each target to the
vowels in these two prototypes by circling one of the five numerals.

Results

;The main results are shown in Figure 1, in terms of mean rating in the
"IH". direction. The left panel shows ratings when the precursors were the
full-vowel endpoints from the continuum; the right panel shows what happened
‘when F2 and F3 were removed from these stimuli. The Hiss condition is drawn
in" both panels as a beseline.
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Position of Target on [i]-X] Continuim

Figure 1. The effect of five context precursors on the relationship between
the position of a target vowel along the /i-1/ continuum and the
“tenden~? to rate-it as /1/. The same control condition with a hiss
as context is plotted in both panels. On the left, data are shown
wher, the precursor was one or the other of the two Series endpoints
/i or 1/. On the right are the results when the same precursors
were used with all but the first formant deleted. (Experiment 1)

First of all, there wWas no result of blocking versus randomizing the
experimental conditions and so Figure 1 combines these two conditions. In a 2
(blocked/random) X 5 (precursor) X 5 (target position on the continuum) analy-
sis of variance, blocking did not appreoach the .10 alpha level, either as a
main effect or in interactions. However, the same analysis of variance showed
there were reliable differences among the five precursor conditions,
F(4,72) = T.11, p < .01, differences that interacted with target position,
F(16,288) = 3.41, p < .01. As the figure shows, precursors had little or no
effect on the relatively unambiguous targets=-numbers 2 and 6 trom the contin-
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uum. Of =2curse, the position on the continuum of the target itself had a
reliable main effect on ratings of "IH-ness,® F(4,72) = 120.06, , < .01.

Cortrast was asymmetrical from teh two ends of the vowel continuum, to
say the least: There was none when /1/ or its single-formant version were
used as precursor3. However, the /i/ precursor quite obviously made the tar-
gets sound more like /:/, and this was true with or without F2 and F3. The
next question is wherner the cverall degree of contrast was different for the
full vowel:x (left panel) versus the vowels with F2 and F3 removed (right pan-
el). The best single measure of the contrast effect is probably the differ-
ence between the /i/ and /:/ pre~ursors (or their modified versions). In a
new analysis of variance, the control condition was dropped, and the factors
were (1) blocked/random, (2) full/altered precursors, (3) /i/ versus /1/
precursors, and (4) position of the target on the continuum. There was a
reliable main effect of whether the precursors were altered or not,
F(1,18) = 5,25, p < .05, reflecting the fact that the full vowel precursors
Qeft panel of Figure 1) led to somewhat higher /1/ ratings whatever the jiden-—
tity of the precursor (/i/ or /t/). However, the identity of the precursor
had a large main effect, F{1,18) = 13.91, p < .01, and it did pot interact
witn whethe.” precursors were full or altere¢, F < 1, Thus, there was no evi-
dence that full vowels exert a greater contrast effect tuan vowels with FZ2 and
F3 removed. There was a statistically significant interaction between these
two factors and the position of the target along the continuum,
F(4,72) = 3.23, p < .05. This interaction reflects the fact that the full
vowels had their effects exclusively on the fourth and fifth continuue posi-
tions, whereas the contrast produced by altered vowels occurred at all contin-
uum positions except the last.

Discussion

The main finding of the experiment is that contrast was obtained even
after F2 and F3 were removed from the endpoint vow.ls, rendering thelh phoneti-
cally foreign to the continuum being Jjudged. The degree of contrast was pot
even changed by this operation. It is true that the contrast effect "bulged"™
differently with the full vowels than with the altered vowels, as revealed by
the significant three-way interaction identified in the previous paragraph.
We defer comment on this finding yntil after reporting the second experiment.

Another finding was the asymmetry in contrast across the /i/~/t/ continu-
um. Hhereas Sawusch et al., (1980 observed anchor effects from both ends of
this continuum, and later were able to assign them to different mechanisms, we
simply got no contrast at all from /t/. At the very least, the asynmetry of
this continuum in contrast tells us there is more at work here than a simple
Judgmental bias leading people to assign contrasting labels to precursor and
target. Such a bias would result in symmetrical effects. In fact, if we ac-
cept the Sawusch et al. analysis, our results suggest that judgmental bias
(associated with the /t/ context) simply did not occur in our experiment.

It made no difference whether conditions were blocked or mixed randowmly
across trials. This i3 cemforting in that it means there is cne less choice
to worry about in designing experiments. It was disappointing in the context
of this experiment, however, for if contrast from /I/ precursors were a conse~
quence of judgmental bias, one might have expected blocking to make a differ-
ence, and differentially for the full and t! e altered vowels. One possibility
is that Judasmental bias was not engaged in the pairwise, precursor-target tri-
al arrangment because the precursor never required ap overt lsoeling response.
In tne anchoring literature, all i1tems are identified in sequence. Perhaps
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-

requiring peocple to label both of the two items in each pair {as in Repp et
al., 1979) would have been sufficient to make blocking a more interesting
variable. In addition, the short interval between the stimuli in a“pair {350
ms) may have discouraged subjects from assigning covert labels to the precur-
sors.

Single-formant contrast is predicted by Crowder's (1978, 1981, 1982,
1983) theory. The hypothesis is that vowels are represented in auditory memo-
ry in some form simflar to a sound spectrogram. When two tokens are together
in auditory memory, they show frequency-specific lateral inhibition; that is,
where .the two share formant engrgy, they mutually weaken each other’s’
representation. This process is Whown schematically  in Figure 2 for an
/a/=-/=/ pair. N

The inhibition has no effect on vowel quality when formants match from
the two vowels, However, when formants partially overlap, as in the illustra-
tion of Figure 2 or in Fi1 of nearby members of the /i/-~/1/ continuum, the
intersection region will be inhibited in both. This leaves the most extreme
regions of the intersecting formants intact, giving them more extreme formant
center frequencies after inhibition than they had before. The abaence of con-
trast from /t/ tokens is, of course, at baffling to this model as it is to
most others. At this point, we deciied tu replicate our experiment with an-
other vowel continuum, in order to see whether these findings had any
generality.

Experiment 2 L

The second experiment used vowels from the /¢/-/®/ continuum and dropped
the comparison of randomized and blocked conditions, using blocked presenta-
tion oniy. Otherwise, it was nearly identical to Experiment 1, The purpose
was simply to generalize to different subjects and different vowels the
occurrence of single-formant contrast.

Method

Subjects. The subjects were 30 Yale undergraduates, participating in re-
turn for pay.

Stimuli. Another seven-voiel continuum was prepared on the Haskins Labo-
ratories Software Serial Synthesizer. (No parallel synthesizer was available
to us at the time.) The vowels were designed to range perceptually from /¢/
to /=/ and varied, this time, both in F1 and F2 (respectively, from 530 to &60
Hz and from 1840 to 1720 Hz); F3 was fixed at 2482 Hz., The response alterna-
tives on the extremes of the fine-point rating scale were the words BET and
BAT. Louw-pass filtering (cutoff frequency = 800 Hz, rolloff = 48dB/octave)
was used in order to produce endpoint tokeus of /¢/ and /:/ with F2 and F3
deleted. These altered versions of /¢/ and /=/ sounded to us unambiguously
like /A/ and /2/, respectively. The same hiss was used a3 in Experimept 1.
The iteme were all 260 ms long, the ISI was .35 sec, and the delay between
trials was set at 3,5 sec. In all other procedural details, this experiment
was identical to th~ blocked condition of the previous one.

Results .

The results are shown in Figure 3, which i3 organized identically to Fig-
ure 1. Evident in the figure are several findings: (1) Contrast from the /¢/
direction on the vowel continuum occurred both for the full vowel precursors

1,?’('173




t

Crowder & Repp: Singie~Formunt Vowel Cor -ast

PREDICTION OF PHONE TIC CONTRASY IM VOWELS
FROM FREQUENCY-SPECIFIC LATERAL iNHIBITION
IN AUDITORY MEMORY

DURING INHIBITICN

AFTERWARDS

Figure 2. An 1llustration of agu frequency-specific lateral inhibition could
produce phonetic contrast in vowels, See text for explanation,
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and for the single formants, (2) this contrast was larger for the full vowels, F

however, than for the single formants, (3) there was no trace of contrast from
the /2/ direction, and (4) there was again a tendency for contrast to "bulge"
in the most phonetically ambiguous region of the target items when the full
vorvels were hrecursors, but not when the sinele formants were used. ‘

These observations were confirmed by several analyses of variance on mean
ratings (toward /=/). In the first of these, all five precursor conditions
were crossed with Jhe five target vowels. Both main effects and the interac-
tion were statistically significent; for conditions, ¥§F(%,116) = 13,32,
P < .01; for target vowels, F(4,116) = 43,46, g < .01; and for the interac-
tion, F(16,464) = 4.49, p < .01. In the next snalysis, the hiss condition was
dropped, leaving a two-by-two design with respect to the precursor (full vow-
els versus F1 only X direction of contrast~-from /¢/ versus from /2/}. The
five target vowels were compared in the third factor. There were statisticai-
ly significant main effects of whether the full or altered vowels were used as
precursors, F{(1,29) = 6.33, p < .01; of the direction of contrast,
F(1,29) = 47.12, p < .01; and of the placement on the continuum of the tar-
get, F(4,116) = 43.47. Given the uniform results of precursors from the /=/
direction, the first of these main affects means the full vowels produced more
contrast than the first formants alone. The reliable interaction between
direction cf contrast and the five target vowels, F(4,116) = 7.81, p < .01,
indicates that with the full and altered vowels combined, the interior
(ambiguous) vowels were more affected than those closer to the endpoints. The
three-way inteiracticn between precursor type (full versus altered), direction
of contrast, and vowel, was statistically significant here, as in the previous
experiment, F(%,116) = 3,96, p < .01. This interaction is the most direct
verification of the ™bulging"™ in contrast effects for the full vowels but not
for the altered ones.

The main empirical goal of tnis article 1is the establishment of sin-
gle=formant contrast. Therefore, since single-formant contrast was smeller
than full vowel contrast in this experiment, one additional analysis of vari-
ance was performed, including only two precursor conditions, the hiss control
and the single-formant alteration of /¢/. In this analysis, the main effect
assoclated with this comparison was reliable at "the .01 level of confidence,

F(1,29) = 8.68. The position of the target vowel was of course also a reli~

able source of variation, F(&;116) = 41.29, p < .01, but the interuction was
less than 1.00. Thus, both experiments require the conclusion that sin-
gle-formant contrast can occur on a vowel continuum even when these precursors
do not resemble phonetically the vowgls targeted for identification.

General Discussion

The two studies are so very consistent in most respects, we should deal
with the singie major discrepancy first: In Experiment 1, the total amoupghof
contrast was no larger for the full vowels than for the single-formant precur-
sors, but in Experiment 2, contrast was .arger for the full aowels. One
difference in the target stimyli used in the experiment may be critical here.
In Experiment 2, there was varlation between ,€/ and /&/ in both of the first
two formants, whereas in Experiment 1, only the first formant varied along the
continuun. Methodologically, this discrepancy appears at first inexcusable
but in fact was desirable to get "prototype™ exemplars of both phonetic cate=
gories (see Peterson & Barney, 1952). The consequence is that in Experiment
2, an ambighnous 1item on the /&/-/®/ continuum was recelving potential
contrastive influvences frow both F1 and F2 in the.case of the full-precursors,

but only from F! in Experiment 1. gt will be straightforward to untangle
17
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these faciors in futufe research should anyone ever be interested in whether
single-formant contrast is numerically equal to regular contrast along contin~
ua varying in only one formant.

In both experiments, the full vowels produced markedly more contrast for
the more ambiguous tokens than for those from near the endpoints (the
"bulge"), whereas the altered, single~formant vowels produced relatively uni-
form coutrast across the entire target continuum. We are intrigued by this
result, but can offer 1little guidance in {its interpretation. An obvious
possibility for the locus of an interpretation is in some phonetic process.
The identification targets tha} receive the most contrastive influence from
the full vowels are those that .are most ambiguous phonetically. Correspond-
ingly, what distinguishes the full vowels from their single=formant variants
is that -they carry clear phonetic information about the relevant continuum.
Somehow the richness of the phonetic information™in the precursor could com=
bine judgmentally with the precariocus initial classification of the ambiguous
target. But such a simple appeal to judgmental bias will obviously not work,
because there is pno corresponding selective effect of the putative phonetic
process when contrast is measured from the "wrong" direction {(that is, from
either /1/ or from /®/), \

- No contrast was obtained in either study when one continuum endpoint was
vsed and abundant contrast was obtained when the other was used. What is the
principle responsible for these asymmetries? With data on only two continua,
we would be foolish to propose a general hypothesis. We are now following
seversal theoretical pnssib.lities experimentzlly. The main burden of this pa~-
per is not the asyMfetry in contrast observed here and elsewhere, however. In
both experiments, we found unambiguous evidence that single-furmant precursors
afféct ambiguous vowel identification. This much was predicted by Crowder's
(1978, 1982, 1983) theory. There may well be other theories that predict sin-
gle~formant vowel contragt and 30 we shall not stress the confirmation of
these results for that one particular prediction. More to the point, the sort
of theory that assigns contras. in this situation to specific, sensory proces-
ses is advanced by single~formant contrasti If subjects were trying to "bal-
ance out" their use of the response categories between their internal naming
of the precursor and their exylicit rating of the target, the single-formant
precursors should have been much less effective.

One caveat needs to be added: Removal of F2 and F3 in Experiment 1 made
/i/ sound like /m/ and /it/ sound like either /u/ or /o’. HKow /i/ and /fu/
share the feature of being high vowels, whereas /i/ and /o/ are both
articulated with the tongue in a lower position. If subjects in Experiment 1
heard the altered vowels a3 an /u/=/o/ contrast {14 of the 25 subjects in the
preliminary identification test did) and if they were somehow sensitive to the
1igh=low feature, it is possible that they applied a judgmental bias with re-
spect to that feature. That is, if they heard what they thonght was fu/ as
the first membe:r of the pair. followed by an ambiguousz token between /i/ and
/1/, they might be biased to pick the lower tongue-position alternative, /1/.
A similar argument capn be applied to /¢/ and /®/ in Experiment 2, which might
engage both the high-low and front-baock dimensions. We cannot dismiss this
possibility on the basis of the present experiments. However, this sort of
process would encounter just as much difficulty with the asymmetry of contrast
along the various vowel continua as do other notions. Also, in Experiment 1,
where we have data on identification of the precursors, only about half of the
subjects would have been expected to ldentify the single formant vowels as an
fu/=/c/ contrast, if we believe the 14/25 ratio of the prelimipary experiment.
Furthermore, this alte”native explanation requires considerable abstraction of
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distinctive vowel features, which would be important if true, but remains
highly speculative now. Z4nd finally, the F! dimension in vowel Space is very
highly correlated with tongue height, so that the tongue-height dimension is
Just another level of discourse in which cone can talk about F1 frequency.
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INTEGRATICN OF MELODY AND TEXT IN MEMORY FOR SONGS®

Mary Louise Serafine,+ Robert G. Crowder.++ and Bruno H. Repp

¢

Abstract. Twn experiments examineag whether the memory representa-
tion for 3Songs consists of independent or integrated components
(melody ang text). Subjects heard a serial presentation of excerpts
frow largely unfamiliar folk songs, followed br a recognition test.
The test required subjects to recognize songs, melosies, or texts
and consisted of five types of items: (a) exact songs heard in the
presentation; (b) new songs; (c) old tunes uith new words; (d}
new tunes with old words; and (e) old tunes with old words of a
dif.erent song from the same presentation {("mismateh Songs").
Experiment 1 supported the integration hypothesis: Subjects'
recognition of components was higher 1in exact sorzs (a) than in
songs with familiar but mismatched comnonents (e). Melody recogni -
tion, in particular, was near chance unless the original words were
present. Experiment 2 showed that this integration of melody and
text oc.irred also across different performance renditions of a song
and that it could not be eliminateg by voluntary attention to the
melody.

Introduction

Song i3 a un? ‘ersal artform that consists of two seemingly separate com=-
ponents, melody ar.d text. In practice a song may derive from a pre-composed
melody to which words are added, or from a pre-existing tev- later set to mu~
sin. In fact a song may be the work of two artists, a composer and a poet or
librettist. Yet the relationship between melody and text raises interesting
questions in the domains of both zesthetics and cognitive psychology.

One of the aesthetic issues is how the artform should be defined: wheth~-
er it {= simply a pairing of independent components or an tntegral whole that
transcends its perts. This issue has implications for the analysis of songs
from a music-theoretic viewpoint—for example, whether the components can be
considered or analyzed separately.

A parallel issue can be raised from a cognifive viewpoint: To what de~
gree are melody and text independent or integrated in perception and memory?
While there is substantial literature both on linguistic memory and on musical
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wemory (Deutsch, 1969; Dowling, 1973, 1978; Dowling & Fujitani, 1971), re-
search thus far dces not indicate how a hybrid form 3uch as songs might be
represented in memory. Indeed, research on hemispheric differentiation, espe-
cially that which 3suggests left-hemisphere dominance for language and
right-herisphere dominance for mysic (e.g., Best, Hoffman, & Glanville, 1982;
Kimura, 1967), leaves entirely open how melody and text in Songs might be pro-
cessed.

Our interest in this issue was generated by informal observations suge
gesting that, in memory for songs, melody and text form an integrated unit,
such that people find it difficult to Separate the two component3. For exam-
Ple, if asked to recite the words of their national anthem, many people would
have to sing the 3Song, or at least rehearse it 3Subvocally, in order to
generate the words. Also, people may not immediately recognize that two dif-
feren, songs have the same melody if their texts are different.  "Twinkle,
Twinkle, Little Star" and "Baa, Baa, Black Sheep®" are a case in point, where
ide~" fcal melodies are part of yhat are considered entirely different song:.
Yeston (1975) provides the example of the well=known theme of the Mozart C ma-
jor piano sonata (K. 545), which (with slight changes in rhythm) is rarely
recogrized as the melody of "Hey There, You With the Stars in Your Eyes." Fi-
nally, the first author has found instances of profound melody/teit Integra-
tion in informal experiments with a young child. In these experiments a
twoeyear-old, who could repeatedly «ad accurately perform a lagge body of
songs, was nevertheless incapable of singing the melodies on the syllable "1a"
without the words. Instead, she simply spoke the sSyllable in rhythm. Simi-
larly, she was either unwilling or unable to repeat the words without the mzl-
ody. '

These examples argue for some form of integration of melody and text in
memory for songs, although it is also true chat adults, at- least, <can
voluntarily separate a melody from its text and vice versa in singing and
recognition. Thus in theory the memory representation for songs might consist
of: (1) independent components, (2) integrated components, or (3) a
non-decomposable whole (an extreme form of integration). If melody and text
were stored a3 independent components, we would expect that memory for songs
could be predicted by the independent prob:bilities of memory for melody and
memory for text. On the other hand, if the cotponenls yere integrated, we
would e-pect that memory f¢: -ne component facilitates memory for the other.
Finally, if songs were Stored a3 non-decomposable who'es, we would expect that
melodies cannot be recognized as familiar when their words are different, and
vice versa. This last hypothesis is clearly false in many situations: Words
are easy to recognize in new contexts, and most people can probably recognize
a tune when the words are different if the tune is pointed cut to thea.
(Musiciaas and eiperienced listerers can often do S0 in any cace.) Neverthe-
-e33, it is worth investigating the degree to which a wholistic representation
may characterize novel 3Songs, when attention i3 not explicitly drawn to
tune-simllarity.

Note that the issue of integration c¢an be distinguished, at least
conceptually, from two related issues: compatibility and associution.
Melodies and texts are otten compatible rhythmically in that hizher pitches,
longer duration?®, and musical-metric stresse® tend .o occur on .ccented avll-
ables. Similarly, melodies and texts may be compatible "semantically” in that
the tempo and musical mood seem tn fit the meaning of the words. However, it
is possible that a cognitive form of integration occurs irrespe:tive of the
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compatibility of components. Indeed, whether compatibility 1is necessary or
sufficient for integration i3 an empirical question not under consideration in
the present experiments.

Also, integration of melody and text in song can b2 distinguished from
association a3 mere knowledge of co-occu~rence. That melody and text co-occur
is undeniable. Yet association may occur without integration. Indeed, it is
possible to imagine other co-occurring events (e.g., sSpeeoh and background mu-
sic) that do not give rise to integration.

The purpose of these experiments, then, was to investigate the Jegree to
which melody and text are independent, integrated, or nonseparable (":hclis-
tie") in memory. for songs. .

Sxperiment 1

Subjects heard 24 consecutive excerpts from felk songs, foilowed by a
20—-item recognition test. The t2st items were of two types: (1) excerpts
that had beei heard in the presentation ("old songs") and (2) exccrpts that
had not been heard in the presentation ("new songs"). Further, new Songs were
of four types: {a) new tune with new words; (b) old tune with new words;
{c) new tune with old words; and (d) o0l4 tune with old werds that had been
sung to a different tune in the origi-al presentation ("tune and words mis-
matched"). In the remainder of the paper, the terms "tune" and "words," as
used with subjects, are interchangeable with "melody" and "text.™

The main prediction was that, if subjects integrate melody and text in
memory, they should recognize previously heard melodies or texts more
accurately when they are peired with their original companion {text or melody)
than when they are paired with a different companion. On the othey hand, it
melody and text are stored as indepenaent components, then Subjects should

-reeggnize previously heard melodies or tex“t equally well, whether paired with

the same or with a different companiou. Finally, if songs are stored as
wholistic units, then 3Subjects should nov be able to recognize melodies (or
texts) at all, except wiien th2y are paired with their original companion.

Method

Materials. Songs that we considered unfamiliar to the average listener
were drawn {rom a col)ection of Jadigenous American folk Songs compiled by
Erdei (1974). Twenty pairs of «xcerpts with interchangeable melodies and
texts were cho3en, eac) excerpi ccasisting of the onening two to four measures
of a song. (See list in appendix.) Thus each pair of excerpts yielded feur
different songs, a total of 80. Figure ! shows a sample pair of interchange-
able melodiez and texts. icxamples of the five test-item type are .hown in
Figure 2.

In scme casef minor alterations were made to the original melody or text
to ensure a rhythmic fit with its ccmpanion. {See appendix.) For example,
"across® from cne original text was changed to "'cross" in ~ur experiments
(Figure 2, test item a). However, in all casss the text2z and melodies were
identical across carallel presentation and test versions of a song.
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Melody Tont " '
A f = y ——F— "!:;ngiifii
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a Wien the train comes o-~long. When the train comes a- long,
. b Hush a- * bye, don't you cry, go to Sleep lit- tle bahe.
L] .

* b I 1 5 3: = ——
T T
Q

Hush a- bye, don't You . cry, go to o.eep lit-tle habe.
When the traln comes a~ long.When the train comes a-long.

o

Figure 1. Sample pair of songs with interchangeable texts. {Aa and Bb denote

«riginal song<; Ab and Ea denote derivatives.)
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Figure 2. Sampie presentation and test items. (a: new tune, new words; b:
old tunc, new words; c: new tune, old words; d: old tumc, old

words--mismatched: e: old Song)
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The excerpts, sung by a tenor with vocal training, were'r=corded on tape.
They were sung as notated, except transposed down a fifth {or twelfth) to the
terior range, and at a tempo of one beat per second (MM: = 60). Th? excerpts
varied in key and mode, but were notated with G as the tonic in each case.
The tapes were recorded .with a S~sec interval of silence between presentation
items and a 10-sec response interval after each test item.

Design. From the bank of 80 song excerpts, five paraliel sets of presen-
tation and test sequences were constructed. Each set was administered to a
different group of subjects.

In the presentation sequences (24 itewms), half the excerpts were tunes
with their original words {(type Aa or Bb in Figure 1), and half were tupes
with words borrowed from their companion song (type Ab or Ba in Figure 1),

In the test sequences (20 items), each of the five test item types (a
through e in Figure 2) zccurred feur times. Moreover, across the five subject
groups presentation itemz were paired with each of the five possible test item
types, following a Latin square design. For example, Table 1 shows the
generation of possible presentation and test items from two of the song pairs.

Table 1

Presentation and Test Items From Samplc Song Pairs

SUBJECT GROUP I u 11 v v
3ONG PﬁIﬁ]. Pres./Test  Pres./Test  Pres./Test Pres./Test Pres./Test .
e a b d e

(Aa and Bb]x Aa Ba Aa Bb Aa Ab Aa Ab Aa Aa
Bb

(aa and bb]Y b Aa Ab Bb Ab Ab Ab Ba Ab Aa
Ba

new tune, new words

old tune, new words

new tune, old words

old tune, rid words, mismatched
old sone <

[ LI [ L [

o lajo o

ITuo exarples (X, ¥) from 20 song pairs.
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As shown 1in Table 1, a mismatch test item (type d: old words pailred with
old tune of a different song) required two presentztion excerpts. Whenever
two such items were required in the presentation, they irnmediately f:llowsd
each other on the tape. Thus each preseantation sequence regquired 4 pairs of
songs for the mismztch test items, plus 1€ songs for the other test item types
(total of 24 songs),

In all presentation and test sequences, the excerpts were generated
successively from Song Pairs ' through 20, in the order listed in the appen-
dix. Thus, the interval between each presentation item and its corresponding
test it*m was roughly constant.

Procedure. Subjects were tezted in small Rroups in a quiet room, éacept
for one large group that was tested 1in a classroom. Presentation and test
tapes were played back over loudspeakers. Subjects were instructed to 1listen
carefully to a presentation of 24 excerpts from simple folk songs and told
that their memory for Lhem would be tested later. After the presentation they
were asked whether any of. the excerpts were familiar, aad 1f so, to estimate
their number on the answer sheet. Following that, the aniswer sheet was ex-
plained and the test seqQuence was presented. About flve minutes elapsed be-
tween the presentation and test sequences.

For each tesi item, subjects werc asked to indicate on the answer sheet
whether they had "heard that exact .excerpt before,® and if not, whether they
had heard either the tune or the words. In advance of the test, subjects were
glven an explanation of the term "tune® (melody) and a description of the five
types of items they could expect on the test {types a through e). Thus, they
were prepared ror the test of recognizing tune, words, or exact song, but they
did not have knowledge of this requirement prior to the presentation.

Subjects. ‘Subjeots were 32 undergraduate students with varying degrees
of musical training. The first 16 subjects, who were tested together in a
¢lassroom environment, necessarily were all assigned to one particular presen-
tation/test condition. Sixteen additional subjects were divided among the re-
maining four conditions.

Resuics and Discussion

Subjects’ post-presentation estimates of the number of songs that seemed
familiar averaged 1.4 (gut of 24 presentation items, 12 of which were original
folk songs). This resvlt confirmed the relative unfsmiliarity of the materi-

als.

For the discussion of recognition scores, we adopt this terminology: If
subjects ‘indicated that they recognized an exact test excerpt as one that had
been heard in the presentation, this 1s called an "old sokg" response. Simi=-
larly, if they indicated reacognition of just the melody or the text, this is
called an Mold tune® or "old words" response, respectively.

Recognition of old songs. Table 2 lists the mean proportion of "old
song" responses made to the five types cf test items. Subjects correctly rec~
ognized old songs 85% of the time, a surprisingiy high rfcogn;xion rate, gliven
that the presentation excerpts had been heard only once. Incorrect responses
were iowest (.07 and .06) whenever new word3 were heard, ana highest {,39) for
";nismatched" tune and word®, where both components had been heard originally
in different presentation 3. .gs.
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Table 2

Mear Proporiuion of "0ld Song" Responses (Exp. 1)

New Songs
Words
New 0ld Mean R
New .07 .25 .16
Tune .

0ld .06 .39 .22

Mean .0€ .32
01d Songs .85

T
Table 3

Mean Proportions of "0ld Tune" and "Olu Words" Responses {(Exp. 1)

*Qld tune" iesponses "Old’uords“ responses
New Songs
Words ' Words
New 0ld Hean New 0d. Hean
Hew L4y R 2 New .10 .78 b
Tune
0ld .53 .63 .58 0ld .13 .85 .49
Mean "8 .52 Me=n .12 Q2
0ld Songs . .92 .92
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It might be argued that this high false alarm rate for mismstched old
tune and words (.39) indicptes some measure of independent storage for song
components. To some degreg, subjects erronecnsly thought they recognizedathe
nismatch songs, apparently because the components were familiar, though never
paired in the original presentation. Note, however, that this effect was
largely due to a high false-alarm rate for 311 ttems containing old words,
which probably reflects the fact (discussed below) that words were pach easier
to remember than tunes. WNevertheless, this false alarm rate is .z below the
hit rate for original old songs, which indicates (hat subjucts were more like-
ly to retain the associa ‘on of a presented melody with its presented text
than to retain the components independently.

This is necessary but not sufficient evidence that subjects integrited
melody-and text. To.address the issue of intiagration, we must examine melody
and text recognition separately, and determinw: whether tk 2:se components were
more accurately recognized in old songs than in any type of new Song.

Recognition of components. Table 3 shows the mean proportion of re-
spdnsés to the questions ‘regarding recognition of old songs, tunes, and words.
In this table "old song” responses are included both in "old tune® and 13 "old
‘words"™ responses, for a response of "old song" indicates that subjects recog-
nized both the tune and the words.

The main 'ypothesis was that, if welody and text are integrated in memo-
ry, old tunes should be recognized more accurately in old songs than in inis-
match songs (or songs with new words). Similarly, old words should be recog-
nized more accurately in old songs tkan in mismatch songs (cr songs with a new
tune).

Consider first the "old tune"™ responses. 0ld tunes were recognized more
accurately in old songs (.92) than in mismatch songs (.63) or songs with new
words (.53). The advantage for old songs over mismatch songs weas highly sig-
nificant . across subjects, t(32) = 5.27,, p < .001, and across test items,
F(1,18) = 16.20, p < .00%. The advantage was equally large for old songs
prejented in their original folk song version and for old songs constructed by
recombining the melodies and texts of different original folk songs, F(1,18) =
0.05. .

Consider now the "“old words™ respondes. Words "were recvgnized more
accurately in old songs (.92) than in mismatch songs (.8Y) or songs with new
tune (.78). Becauvse of ceiling effects, the advantage for old songs over mis-
match songs fell just short of significance across subjects, t(32) = 2.00, p <
+06, but it was significant across items, F(1,18) = 6.35, p < .02. Once
aga‘n, it did not matter whether or nct “the old song was a real folk song,
F(1,18), = 0.18.

These results suggest that melody and text are integrated in memory to a
considerable degree. One component is recognized better in the context of the
other, original component, than in some new context. The advantage for origt-
nal contexts (old songs) holds even over new contexts in which the zomponents
are just as familiar (mismatch songs). The deciding factor seems to be not
whether the components gre familiar, bit rather whether they had been paired
in the initial perception. Thus melody and text appear not to be stored
independently; the components are stored in some integrated fashion.
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-

] Responses to new songs. The data from Experiment 1 allow for a further

' clarification of the incegrativn effect. In the remaining discussion we
consider "old tune" and "old words"™ responses to new 3ongs only. Two issues
are of {interest her.. First, were tunes and words recoznized better than
chance 1in these new contexts? A strong form of the integration hypothe-
sis--that is, a "wholiistie" conception~~would predict that? tunes and words
cannot be recognized at all outside of their original contexts {(old songs).
Sevord, aside from the integr-tion effect describeu sbove, there might also be
a "contamination® effect from compaiion components at the recall (not storage)
stage. That 1%, *ere tune and word judgrments (whether correct or incorrect)
influenced by the familiarity of the other component?

To examine the above issues, separate 2 X 2 ANOVAs were performed on "old
tune” and "eld words" responses, both across subjects and across items, with
the factors of tune (old vs. new) and words {old vs. new) whose combination
iepresents the four types of "new song" test {tems. With regard to tunes,
Table 3 shows a mera hit rate of .58 and a mean false alarm rate of .42, which
represents rather poor performance. The difference bztween hits and false
alarms was significant across subjects, F(1,30) = 9.61, p < .01, tat not
across {tems, F(1,18) =2.99, p < .11, Thus, tune rzcognition *n new Songs
was rnear chance. The recognition score for words was much highei': a mean hit
rate of .92 versus a mean false alarm rate of only .12. This difference was
highly sig.i{icant, of course.

Thus the strong form of the integration argument--a "wholistic" concepe
tion-~does not hold up to test here, Czrtainly, texts were recognized better
than chance in new contexts, and there seemed to be some minimal memory for
tunes as well, indicating some degree of independent storage of componeﬁﬁs.
As discussed earlier, components are more accurately recognized in original
contexts (old aonga) but they may also be recognized to some degrce in new

contexts.

w

The second issue concerns the influence of one component’s familiarity on
judgments of the other component--a "contamination™ effect. With respect to
tune=, Table 3 reveals that subjects responded "old tune® more frequently when
the words were old {mean of .52) than when the words wei'e new {(mean of ,48),
This sznll effect was significant acress subjects, F(1,30) = 5.91, p < .0,
but not across items, F(1,18) = 1,35, With respect to words, subjects
responded "old words" someuhat more frequently when the tune was old (mean of

.49) than when it was new (mean of .4%). This effect was also significant
across subjecqa, F(1,30) = 5.52, p<.05 but unt across {tems,
F(. 18) = .05.

In summary, Experiment ! ylelded the following results. The main finding
was that recognition of one component (ms:lcdy or text) was facilitated by the
simltaneous presence of the-other, original compone.t (in old songs). This
effect argues for an integrated representation of melody and text in memory
! for songs. In addition, we found that recognition memory for old songs was
| excellent, even after @ single presentation. Our casual observation was that
this excellent Pperformance was accompanied by rather low confidence: Many
subjects felt they were just guessing.

|

| However, there i{s evidence that tunes, and especially words, can be rec-
| ognized to some degree when paired with new cc¢-yponents. While this does not
! ) contradict the integration hypothesis, it does indicate some measure of

Q | | 19
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separation of components and argues against the stronger "wholistic" concep-
tion of melody/text relations.

Experiment 2 h

The integration effect in Experiment 1 leaves open at least three ques-
tions. First, perhaps the effect was induced by the requirements of a song
(rather 4than melody or text) recognition task. The testing procedure 1in
Exﬂeriment Y required primarily "old song" recognitigp. and only conditionally
tunte and word recognition. Thus tune and word recognition scores were based
in large part on correct "old Song" respunsges. It remains to be determined
whether subjec¢ts would recognize tunes or words more accurately in old than in
new contexts 1f they were asked to judge only these components. In other
words, 1if "old song" responses yere not permitted, would thete still be an ad-
vantage for tune or word recognition in old songs?

A second 1ssue concerns the extent to whiech the 1lntegration effect 1s
sensitive to subjects’ strategles at the presentation stage. In the first
experiment, * subjects listened to the presentation songs with the knowledge
tﬁat their memory for Songs would be tested. Perhaps this instruction engen-
dered a global, integrated memory for melody and text at the present@tion
stage. What remains to be determined 13 whether this integration is optional
or cbligatory. In other words, would the integration effect still hold 1if
subjects were given the instruction to listen analytically? For example, 1f
subjects were told at the presentation stage that their memory ror tunes would
be tested; would they be ahle to ignore the words?

. A third question concerns the generaiity of the integration effect. . In
the first experiment, the presentation and test tapes were recorded by the
same performer. Thus vocal inflection, timbre, and other variables in the
performance of melodies and texts would be similar across presentation and
test songs. It remains to be determined whether the ilntegration effect 183
sufficiently abstract to hold across different performance renditions of a
song. In other words, would the integration effect hold even for a recogni-
tion test 1in which the items are sung by a different performer? Moreover, a
possible danger to avold 1s that old song recognition rmight be an artifact of
the acoustical 1dentity of old: songs across the preseantation and test tapes.
Any physical 1identity, even an accidental or musically irrelevant one, could
Have contributed to the old Song recognitions in Experiment 1. If the
integration effect were found to hold across different performers, it would
prove to be abstract as well as unattributable to the acoustical identity of

old 3Ongs.

Experiment 2 was iesigned t- address these issues. Specifically, Experi-

nt 2 sought to dete =ine (1) whether the integration effect would hold in a

gelody-only tather than song recognition task; (2) whether it would hold even

n the face of instructions tc listen Analytically—that i3, to tunes only--at

jhe presentation stage; and (7) whethrer it would hold across different per-
formers (and performar  rendit.ons) of the presentation and test Songs.

Hethod
Materials. The mater;als were the 2ame as in Experiment 1, except that

the flve sets of presentation and test sequences were recorded a second time,
this *ime by a female vocalist 14 the alto range, a perfect fifth higher than
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the male tenor recardings. While the same general guidelines werz followed zs
to tempo and and other notated musical factors, no attempt was made to imitate
the tenor's perfoi'mance renditions.

Design. The recordings by male and female vocalis%s allowes f-r four
combinations of -male and female piesentatiou and test sequences (M/M; M/F;
fYM; F/F). These four conditions were further subdivided into two irfstruc-
tion conditions.’ The resulting eight conditions were applied across the f.ve
sets of presentation/test sequences. This resulted in 40 conditions. '

Pro.edure.  The procedure was similar to that of Experiment 1, with the

_following differences: Half the subjects received the same instructions in

Experiment 1., The other half reccived "anaiytic® instructions:, "Listen care~
fully to these songs and. your memory foi the tune or melody only-=that is,
Just the musical’portinn--will be tested later. You can ignore th¢ words be-
cause you will not be tested on these.” At the test stage, all subjects made a
written response to the question, "Did you hear this exact melody before?" for
each item. ) \

b

Subjects. Subjects were 48 undergraduate students of verying msical
backgrounds. Each of Y40 conditions contained one Subject. Eignt additional
subjects were assigned to “he first set of the presentation/test “tapes,
distributed across the eight conditions of performance rendi.ion and instruc-
tion. ¢
o .

Results and Disc:ssion ’ '
- ‘T" r 7

Subjects {1 Experiment 2 found the folk song materials as 1f.amiliar as
had subjects in Experiment 1. After the presentation of 24 so&gs, subjects
reported a mean of 1.2 familiar songs.

Recognitién of tunes. Table Y4 compares tune recognition in mismatciied
new 3ongs and in o'.! songs f-r two conditions of performance rendition {(same
voice »3. giffereni vaice) and two conditions of instruction (general vs. ana-
lytic). These datz were analyzed in a three-way ANOVA across subjects. For
reasons having to dc With the design of the ‘experiment, the performance and
instruction factors.were not included in the ANOVA across items,

.The results confirmed thé integration effect found ir. Experiment 1, That
is, even in this tune reeognition tack., subjects recognized tunes more
accurately in old songs {mean of 8Y4 acrors all conditions) than in mismatch
songs (mne; of .64}, F(1,40) = 17.19, p < .00, across subjects and
F(1,18) =~ .42, p < .002. acrosy items. Moreover. the. integration effect was
maintainad even for the analytic condition, where subjects were told to pay
attenticn only to tunes at the presentation stage. There wa® no significant
main effect for instructions or any interaction in this analysis.

Further, the integration effect held to a considerable degree even across
different performance renditions. Although Table Y suggests that the advan-
tage for old sSongs was reduced.in the different-performer vondition, th.-

interaction > test item type and perforaance rendition was not significant,

F(1,40) = 3.86, p < .10. Finally, a3 in Experiment 1, whether or not &n old
song was a real folk song made no difference, F(1, 18) = 1.31.
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Table 4

Mean Proportion of "J1d Tune™ Responses (Exp. 2)

Performance: Same Different
i Instructions: ”General Analytic General Analytiec
New songs (mismatch) . 60 . 69 .69 ' . 60
01d songs .94 .94 .73 7
Table S

w“

Mean Proportion of ™ld Tune™ Responses: New Songs (Exp. 2)

e

* .. General Instructions Analytic Instructions
» Words ) ’ Words
New 01d  Mean Vew Old , Mean.
A New .20 .57 .38 New .36 .50 .43
: Tune '
0ld . .23 .64 iy 01d .35 .0l .50
Hern .21 .61 1 Mean .35 .57 1
&
19,
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We thus conclude that the integration effect 13 robust, Melody and text
appear to. be integrated in memory, even in the face of attempts to focus on or
separate the melody at the presentation stage, and even when the performer is
different at the recognition stage.

Responses to new songs. It remains to be determined how the effects of
instruction and performance rendition 1influenced (1) the accuracy of tune
recognition in new Songs, and (2) the "contamination" effect of words on "old
tune” responses, The relevant data are shown 1n Table 5, separately for the
two 1instruction conditions but averaged over Pperformance conditions, which
showed no effect here. ‘

¥

The data for new Songs vwere analyzed 1n an ANOVA across 3subjects on "old
tune” responses with the factors of tune (old vs., new), words (old vs, new),
instruction condition (general vs, analytic), and performance rendition (5ame
vs, different), In the ANOVA. across items, only the first two factors were

. 1ncluded. <

‘As Table 5 shows, tune recognition in new songs was poor, even worse than
in Experiment 1, The main effect for tunes Was not significant in either
analysis, Although it may appear -that subjects had some success in recogniz-
ing tunes when the words were old (compare hits with false alarms 3in "old
words® columns), in fact the tune X words interaction was not significant,
Thus subjects did not recognize tunes better thar chance in new Song contexts,
Moreover, tune recognition was equally poor regardless of instructions or per-
formance renditions,

_ However, there was a highly significant main effect Por words, with sub-
jects giving many more "old tune" responses when the words were old (mean of
.53) than when the words were pew (mean of .28), F(1,40) = 50,01, p < .0001,
across subjects, and F(1,18) = 37,58 p < .0001; across items. In addition,
this effect interacted with instructions, F(I 407 = 4,15, p < .04, in that it
Was less pronounced in the analytic {nstruction conditiod. “

In summary, Experiment 2 shoWed. that the integration effect;for memory of
original melody and text 13 both obligatory and abgdhsct. Analytic instruc-
tions did not reduce the 1ntegration effect; subjects were unable to lgnore

‘the words 1in storing melcdles at the presentation stage., Moreover, the

integration effect 13 generalizable across different performance renditions in
the presentation and test stages. . .

That tunes were recognized so poorly 1n hew contexts would seem to argce

for an even 3tronger form of the integration hypothesis--a "wholistic" concep-

tion of melody/text relations in memory, Ewven instructions to listen analyti-
cally did not improve tune recognition, While it seeits possible that there 13
an asymmetry in'memory integration, such that tunes are more dependent on the
words than vice versa, our findings may simply reflect the fact that the tunes
were mich harder to remember than the words., This wmay be an artifact of the
folk song genre, since the melodies were in many ways similar (small range; G

" tonic; homogeneous rhythm; mostly step-wise melodic motion), but the texts

were very different from each other. Moreover, texts could be recognized by a
single sailent word (e.g., "Babylon" or "turkey"), but the tunes had no such
advantage., Ultimately, the question of which component is more memorable
boils down to the nature of -the materials, We might imagine a reversal of the
memory advantage for words 1f we had selected texts that were very similar to
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each othgr, and melodies that were¢ widely discrepant. But in the case of the
folk songs used in our experiments. a natural asymmetry exists in the salience
of texts and melodies.

Guneral Discussion

We conclude from these experiments that melody and text are integrated in
memory to a considerable degree. We found that the familiarity of old tunes
and words (when mismatched) was an insufficient predictor o the superior

recognition for original old songs. Moreover, we found no evid:.ace that sub-

Jects can voluntarily reduce the degree of integration of melody and text.
Indeed, what wzs surprising was not only the size of the integration effect,
but that subjects seemed te be unavare of it. Thus melody and text appear not
to be stored a3 independent components. On the other hand, a stronger or
"wholistic®™ form of inegration appears to be untenable, at least as far as
the text is concerned. Our results leave oper the possibility that, under
certain conditions, the melody may bLe completely 1ntegrated with the text (but
not vice versa).

In addition to this integration, there appears to be a reciprocal
"contamination®™ in familiarity judgments of melodies and texts. This effect
may be voluntarily reduced, thnough not entirely removed. The effect itself

"may be an artifact of the selected materials, and it may depend on other fac-

tors that are not ciear at present; we have no explanation for the difference
between Experiments 1 and 2 in the magnitude of the influence of word
familiarity on tune judgments.

One question that is left unresolved by the present experiments is the

degree to which ‘tune recognition in old sSongs may have been due to subtle
changes imposed on a melody by the specific texts employed. Two possibilities
are a semantic effect and a prosodic effect. For example, specific semantic
connctations may become associated with a Melody when it is heard in connec~-
tion with a text about animals, cobblers, lullables, dancing, and 3o rorth.
The3e connotations may facilitate ~tune r2cognition in old songs or hinder
rezognition when the tex: 48 different. To take an extreme example (Figure 2,
item b), it may be difficult to recognize a melody originally heard in connec~
tion with a bluebird coming through a window, when that melody is later heard
in connection with a "old sow's hide."™

An alternative hypothesis is that different texts impose proscdic or
submelodic variations on melodies. A change in text results in a drastic
chafige in the segmental structure of the Words, which may have modified to
some extent what was nominally the same melody. For example, different pat-
terns of consonants, vowels, stresses, and voicing may influenhce the onset and
decay characteristies of tones and the precise degree of stress given to them.
Thus similarity of submelodie structure may have facilitated tune recogrnition,
ever across different performance renditions, although it can hardl!y account
for the whole old song advantage.

We note here a natural asymmetry in the relation between (auditle) melody
and text: While a tune can exist perfectly well without any words (when
played on a musical instrument, for example), words always have some kind of

Ptune,® it ecnly the nonmusical one provided by the prosody of spoken language.

In the centext of a song, the musical tune in large measure takes over the

functicn of prosody and thus becomes an aspect of the suprasegmeatal propers
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ties of the words. Viewed in this way, it is quite conceivable that memory
for tunes is more dependent on memory for words than vice wversa; certainly,
outside the realm of music the prosody of speech is remembered, if at 'all, on-
ly a3 an aspect of the words by which it is carrjed. We hope to investigate
this interesting parallel between speech and musiec in future experiments.
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Footnote .

1He noted that both of these "contaminatign" effects were exhibited only
by one group of_suQchts (the large group assigned to Conditdon I) but not by
the ogher groups. We have nro explanation for this difference. With respect
té all other effects of interest, the subject groups gave equivalent results.
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APPENDIX
Pairs of Folk Song Excerpts with Interchangeable Texts.
A1l Folk Songs from Erdei {(1974) -
- Number /Title Nuaber/Title

1 9: Hunt the slipper 1 92: Cape Cod 61513‘1

.2 12: Let us chase the squirrel 73: Christ was born

3 15: Who's that tapping at the 115d9u? 82: Mary had a baby
L 16: How many miles to Babylon?'* 120: Nuts in May

5 21: Poor little kitty pussi 80: Turn the glasses over

6 22: Down in the meadow 68: The old woman and the pig

7 27: Hush little baby 13: Bye, bye baby

8 32: Bluebir 2 55: The old suw

9 38: 1Ida Red '’ 39: Mama, buy we & chiney goll
10 52: Dear companion 88: Wayfaring stranger

1" 67: I lost the farmer's dairy key 128: Watch that lady '

12 69: 0ld turkey buzzard 72: My good old man

13 78: Hold m¥ mule 102: Needle's1e e

14 99: When the train comes along’ 132: Hushabye '3

15 103: Housekeeping . 147: My old hen

16 148: I'm goin! home on a ?loud 138: The raggle taggle gypsies
17  110: Give my love to Nell 137: Blow, boys, blow

18 122: Cripple Creek 129: The little dappled cow

19  142: Goodbye girls, I'm going to Boston 144: Cradle hymn
20 2:- The boatman 86: The Derby ram

! inar alteration was made in text
~Minor alteration was made in melody
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THE EQUATION OF INFORMATION AMD MEANING FROM THE PERSPE“C:I‘I‘JES OF STTUATIGN SE-
MANTICS AND GIBSON'S ECOLOGICAL REALISM® -

M. T. Turvey+ and Claudia Carello+s+ : »

. ) Introduction
As Barwise and Perry sugzest, their theoriﬂbf meaning £3 conststent on

several fronts with Ecological,K Realism as it has been developed by the
psychologist James J. Gibson. The most important convergence from our per-
spective is the shared conviction that meaning is netther in the brain~the
residence openly preferred by grthodox psychologists~-nor fn some
netherwerld--a location intimated by*Fregean semantfcs. Rather, meaning ts
contained in the system defined by the nested ruistions between the real prop-
erties of a living thing and the real properties of the environment with re-
spect to which the living thing condu:ts its datly affafrs. .

How ts this type of realist account of meaning supported? Both Gibson

‘and Barwise and Perry have attempted to ground meaning in information.  But

both are extremely careful about the sense in which information is te be used.
Gibson (1966) pointed out that information theory in the style of Shannon
(1949)  was not adequate to the demands of perceiving--obtaining information
about activity-relevant gproperties of the environment. Whereas informatton
for communication enginéering 18 assumed t¢ be finite and transmittable,
information for perceptual systems is inexhaustible and noticeavle (i.e., not
carried, as through a channel) (Gibson, 1979). To characterize information as
a quantifiable reduction £fn uncertainty does. not require a considerattion of
meaning; to characterize information .as the speciffcatfon of the observer's
environment demands tt. Similarly, Bsrwise and Perry deny Dretske's (1981)
assertion that meaning and tnformation are dissociable. Instezd, situation
semantics and ecological psychology place what Barwise and Perry call "con=-
straints on the structure of. reality™ at the heart of their attempbs to
consider meaning and inforuation conjointly. That is to say, if an event, A,
is linked systematically to another event, B, A is itnformation about B; the
linkage s muaningful. .

It s in the nature of the linkage that. the different emphases of the two
approaches can be seen. Gikson (1954, 1966) i1dertifted three such linkages:
convention, projection, and”natural law. These underwrite the relationships
between, for example, an automobile and fis license, an automobile-and its

)
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Perry, J. Situations and attitudes) .
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shadow, and-a moving automcbile and the optical flow pattern it generates,
respectively. Examples of the last type-~what Barwise and Perry refer Lo as
information based on nomic structural constraints--are at the core of the
Gibsonian program. Ain understanding of the information required for animals
R to contrel locomotion.in a cluttered surround is considered propaedeutic to
. understanding information of the other types. The focus is on uncovering laws
. at the ecological scale {i.e., appropriate to a given animal-econiche System)
(Turvey, Shaw, Reed, & Mace, 1981) that underlie information in the specifica~
tiona} sense (Reed, 1981; Turvey & Kugler, 1984, in press), captured as fol-

lows: .

generates by law

-

4
Situation-type A _ Sftuation-type B (1)
- . 4 - 2
specifies

7 : .
Informstion in the pictorial sense and informatiod in the 1nd1catton11
sense (that central to linguistic meaning) can be schematized siudlarly.

A

produces by projection

) >
. Situation-typa C : Situation~type D, (2) .
i < - LS .
. adpicts .
7
and
N .
is conventic¢nally linked to
. >
* Situation~type E ) Situation=-type F, {(3)
. ¢ . . .

indicates

* J
-

respzctively. For Gibson, both of these are predicated on Information in thz
specificational sense. A representational picture, for éxample, i3 a surface
treated in Such a way as to make available some of the same (formless and

- timeless) invariants that are available in the real scene (Gibson, 19793, 1In N
. the same vein, the symbolic waggle Hance of the bee indicates the locationof

* a source of honey in the invariant pattern of dips and twists. 1In all cases,

' meaning i. there to be discovered, whether the snimal is immersed in a lawful=~
ly structured gea of energy, encounters an arrested arrny of persisting -
invariants, or confronts culturally determined conventions. That is to say,
even if the constraints are at some remove from the animal-environment system, .
each new individual need not reinvent o recreate them. _Rather, the
systematicity of the relationships must be noticed. But‘the fundamentality of
information {in' the- specificational sense runs still deeper. In order for
information in the indicational sense to be efficacious, information in the
specificational sense dlready must be available. For example, in order for a
stop- sign to regulate the dynamics of traffic flow and, thei'efore, for its me-
aning to be realized, information specifying the retardation of forward moticn
and the time-to-contact with the place where velocity mst go to zero, mst be

. available. ‘

: . 18;

Q . v




. N =
- Turvey & Carello: The Equation of Information and Meaning
. b S )
We will pursue the notion of informatitn in the specificational sense in
the section that follows in an effort to support the arguments of Gibson and
2 Barwise and Perry that meaning and information c be equated.

Information in the Specificational Sense and Situation-~type Meaning

Consider a transparent medium (air or water) that is densely filled with
light scattered by a substantial- surface below. Now consider a point of
observation that is moving in the medium rectilinearly relative to the ground.

+ In order to define an Optical field that flows relativwe to the point of
observation, each point of the ambient Yight can be assigned a vector that is
opposite that of the veetor of the point of observation. If, for example, the
point of observaticn is moving toward a point, then the optical field will
flow outwards from that 'target point'. That is, there is a lawful relation
of the type: forward rectilinear motion of a point of observation (F) ~===>
global optical outflow (0). (This is,ah instance of a more general law of
ecological optics formulated as: a particular motion of a point of observa-
tion relative to & surround =----> a particular global transformation of .the
apbient optical field.} Turning the relation arouhd, global optical outflow
is said to be information about forward rectilinear motion of a point of
observation in the scnse that, given that there are no other natural ways of
producing global optical outflow {Turvey, 1979), global outflow is specific to
forward rectilinear motion. This is Gibson's way of defining the information
contained in the light~—it is optical structure lawfully+generated by the 1ay-
out of surfaces and by movements of the point of observation relative t,o the
laxout. We cdn capture the esse